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Abstract—Wireless sensor networks (WSNs) are vulnerable to
adversaries as they are frequently deployed in open and unattended
environments. Adversaries can extract vital information, such as
security keys, from compromised nodes and use them to launch
insider attacks, so detecting when a node is compromised is
important to securing WSNs. In this paper, we present ComSen, an
accurate and lightweight intrusion detection system for identifying
compromised nodes in wireless sensor networks. Through quanti-
tative results, we demonstrate the benefits of ComSen: (1) it is not
vulnerable to slander attacks, (2) it provides detection rates of 99%
and false positive ratios of less than 2% in environments with loss
rates of 30%, which cannot be achieved by existing systems, (3) it
runs on most WSNs because it uses common application features
(sensor readings, receive power, send rate, and receive rate) and can
adjust its detection behavior if the sensor application doesn’t have
periodic transmissions or lacks inter-node communication, and (4)
it has low memory, computation, and communication overheads
that allows it to scale to networks of over thousands of nodes.

Keywords-wireless sensor network; ComSen; intrusion detection
system;

I. INTRODUCTION

The inexpensive and autonomous nature of sensor nodes,
called motes, have allowed wireless sensor networks (WSNs) to
expand to many areas, including habitat monitoring, healthcare
applications, home automation, and traffic control. However, as
WSNs expand to more security-critical applications like battle-
field surveillance, securing them against adversaries becomes an
important concern. Without security in hostile environments, it
is impossible to trust the reports from WSNs.

However, motes have limited resources, in terms of com-
putational power, memory, and battery life, and are frequently
deployed in open environments, so they are vulnerable to node
compromise (where an adversary gains control of a node in the
network). Without detection by the network, the compromised
node is considered an authorized participant in the network and
can launch insider attacks, which are attacks that leverage their
higher access and authority.

Thus, security-critical WSNs must deploy measures to guard
against node compromise. In general, security strategies can be
classified as prevention, detection, or recovery. Since motes are
designed to be small and cheap, their resource constraints limit
the effectiveness of prevention mechanisms in WSNs [2], [15],
[19]. Adversaries can physically compromise nodes using more
powerful machines, such as laptops, so prevention will only
delay attackers.

Detection provides a defense against compromises that by-
pass any deployed preventive measures. If the compromise is
detected quickly, then appropriate measures can be taken to limit
the damage of compromised nodes. Although there are several
approaches that focus on detecting compromised nodes, they all
suffer from various shortcomings. Most approaches are targeted
at specific scenarios and perform poorly otherwise. For example,
most systems do not account for lossy environments, common in
WSNs [1], [19], and a 20% loss rate will decrease the detection
rate by more than 50% and increase the false positive ratio to
over 90% [28].

In this paper, we present ComSen, an intrusion detection sys-
tem for identifying compromised nodes in WSNs that satisfies
all of the following criteria:

• Accuracy: ComSen accurately detects compromised nodes
in WSNs in a timely manner. Specifically, this requirement
involves (1) a high detection rate, (2) a low false positive
rate, and (3) a low detection time. A high detection rate
means that most compromises are reported. Few false
positives means that the majority of reported compromises
are valid (i.e., they correspond to actual compromises)
so actions against any reported compromised node can
be taken with confidence. Lastly, a low detection time
limits the malicious actions that can be performed by
compromised nodes before they are detected.

• Flexibility: ComSen is not tailored for a specific applica-
tion or deployment, which would limit its applicability. It
makes few as assumptions about the underlying network as
possible and can be used in the majority of deployments
to detect compromises.

• Robustness: Compromised nodes may attempt to under-
mine the detection system through malicious behavior, such
as slander attacks, where they send false information that
implicates legitimate nodes as compromised. ComSen must
guard against such malicious actions. Even with perfect
knowledge of ComSen, an adversary will never be able to
use ComSen to control the rest of the network.

• Scalability: Since motes have limited resources, applica-
tions with high overheads will interfere with other appli-
cations and decrease the lifespan of the mote [1]. ComSen
provides low overhead so that its impact on any other
applications deployed in the network is minimized.

Our primary goal in designing and implementing ComSen is
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to improve the overall security of WSNs by providing a system
for accurately identifying compromised nodes that has, thus far,
been absent. ComSen provides a lightweight and distributed
architecture that can be deployed on resource limited devices
such as the nodes of a sensor network with minimal impact on
other deployed applications and the lifespan of the network.
It provides low overhead while maintaining its accuracy for
WSNs by adapting its detection mechanism to leverage the
characteristics of the underlying network. Through several ex-
periments, we show that ComSen provides accurate detection
of compromised nodes than other comparable systems and can
scale up to thousands of nodes.

The rest of the paper is structured as follows: Section II goes
over related work in detecting compromised nodes for WSNs.
Section III discusses our system and threat models. ComSen’s
design is presented in Section IV, implementation in Section
V, and evaluation in Section VI. Lastly, Section VII is the
conclusion and future work.

II. RELATED WORK

The majority of existing detection approaches for WSNs
focus on specific attacks, such as replication [5], [21], wormhole
[12], [14], and sybil [6], [13]. Although they may indirectly
detect compromised nodes, adversaries can avoid detection by
avoiding the target attack.

The traditional method of detecting compromised nodes is
to use attestation. Attestation is the checking of all or random
portions of a node’s memory for changes that would exist if the
node was running altered code. The advantage of this approach
is that it is capable to detecting compromised nodes that are
not misbehaving. Several software-based attestation techniques
have been proposed for WSNs [22], [23], [24]. Unfortunately,
secure software-based attestation has yet to be realized in WSNs
and existing attestation techniques have been circumvented
through various approaches, most of which have no hardware
requirements beyond a laptop and serial cable [2].

Other approaches focus on monitoring communications for
misbehavior. Misbehavior is decided using anomaly-based or
rule-based approaches. Anomaly-based approaches establish a
baseline behavior for neighbors and consider behavior that
deviate from the baseline as anomalous. For example, Onat and
Miri proposed an intrusion detection system (IDS) that monitors
two features: (1) the packet arrival rate and (2) the receive
power [20]. Nodes will continue to monitor these two features
from neighbors and any new value that deviates a certain
amount from the established baseline is considered anomalous.
Malicious behavior that causes a change in either feature, such
as a replay attack, would be detectable. Rule-based approaches
detect misbehavior as soon as a condition, established before
deployment of the network, is met. For example, COOL is an
IDS that uses the relationship between incoming and outgoing
messages to detect compromised nodes [30]. COOL’s approach
is based on the observation that the majority of outgoing
messages should be forwards of incoming messages. Any node
that is sending T more than it is receiving, where T is some
threshold, is considered to be compromised.

Our work differs from existing approaches in that is offers im-
proved flexibility, robustness, and scalability. ComSen provides
accurate detection of compromised nodes in lossy environments
and regardless of other applications deployed on the mote. It is
secure against mass slander attacks, where compromised nodes
collude to hinder the detection process. Furthermore, it has a
low overhead that allows it to be deployed in WSNs of over
a thousand nodes without affecting other deployed applications
or significantly reducing the lifespan of the network.

III. SYSTEM AND THREAT MODEL

We have designed ComSen based on the following common
characteristics of WSNs and compromised nodes:
• The network has densely deployed sensor nodes such that

sensor nodes have overlapping sensing ranges and a given
event is detected by multiple nodes. Since the ranges
overlap, a sensor node can monitor the activities of its
neighbors.

• Sensor nodes are motes with limited computation, com-
munication, and energy resources. For example, the Mica2
motes have a 4 MHz 8 bit Atmel microprocessor, and
are equipped with an instruction memory of 128KB and
a RAM of 4KB [17]. There are no mobile nodes because
of mobility’s high energy cost.

• There is a routing protocol used to forward messages
between the base station and the nodes.

• The base station is a higher order device, such as a
computer, that is in a secure location.

• Sensor nodes have unique identifiers so that the base station
knows which reported compromise corresponds to which
node.

• All messages have timestamps and nonces.
• Adversaries can compromise sensor nodes using physical

capturing or through the radio communication channel.
Once a sensor node is compromised, all information of
the node, including any security keys, becomes available
to the adversary.

• Although compromised nodes can perform any number of
attacks to degrade the network’s security and performance,
we focus on compromised nodes that perform malicious
acts (i.e., launch insider attacks such as falsifying data).

As we will show in Section IV, ComSen leverages several
of the characteristics above to provide accurate identification of
compromised nodes and low overhead.

IV. COMSEN’S ARCHITECTURE

In designing ComSen, we had to choose whether to use a
distributed, centralized, or hybrid approach. A purely distributed
IDS is challenging because the resource constraints of sensor
nodes prevent the use of complex algorithms that would provide
more accurate results in a timely manner. For example, modular
arithmetic, used in traditional security protocols like RSA, is ex-
pensive on the 8-bit processors of motes. Complex calculations
could be distributed across multiple sensor nodes, but the node
performing a critical calculation can be compromised, and the
result falsified. In contrast, a centralized approach does not have
these problems because the base station has more resources and
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is secure. However, the data received by the base station from
compromised nodes can be false, so there must be some level
of redundancy added to the network so that false data from a
single node is detectable.

Thus, ComSen uses a hybrid approach, illustrated in Figure
1, that consists of two components: a distributed system running
on every node in a WSN and a centralized system running on
the base station.
• Distributed Component: A copy of this component runs

on every sensor node, alongside the sensor applications,
routing protocols, etc. Each copy is responsible for de-
tecting possible compromises in neighboring nodes and
reporting that to the base station. The detection relies
on neighbor monitoring, where each node records and
analyzes the behavior of its neighbors. This can be done
without incurring any communication overhead because
WSNs broadcast by nature. As Figure 2 illustrates, when
one sensor node communicates with another, sent packets
are overhead by neighboring nodes in radio range of the
sender. Section IV-A discusses this component in detail.

• Centralized Component: The base station is a higher
order machine, so ComSen uses it to perform complex
analysis to decide if reports of possible compromises are
accurate or mistakes. The base station aggregates data
from the entire network to make a decision that would
be impossible for sensor nodes given their local view and
limited resources. The centralized component is discussed
in Section IV-B.

There is an initial setup period after the network is deployed.
During this period, nodes establish their neighbor lists, routes
to the base station, etc. This period will not introduce any
vulnerabilities as long as the network is secure for an amount of
time after its initial deployment (i.e., adversaries are not able to
immediately compromise a node in the network as soon as the
network is deployed). However, if this requirement cannot be
met, then the information must be pre-programmed onto each
node before the network is deployed.

A. Distributed Component

Each sensor node, with a distributed component running on it,
will record data from its neighbors and establish baselines based
on the records. The data is from system features that reflect the
behavior of nodes, so the baselines reflect the normal behavior
of nodes. Every newly recorded behavior will be analyzed for
anomalies, behavior that deviates from their established base-
lines; every instance of which is considered a misbehavior. If a
neighbor continues to misbehave, it is considered compromised
and a report about it is sent to the base station.

TO account for transient errors, such as collisions, and other
non-malicious misbehavior, ComSen provides some flexibility
in the amount of misbehavior that is tolerated before a neighbor
is considered compromised. There is no collaboration between
nodes to decide if a neighbor is misbehaving. This independent
decision process means that compromised nodes cannot influ-
ence legitimate neighbors’ views.

The system features that are monitored are discussed in
Section IV-A1. Section IV-A2 discusses the algorithms that the
distributed component uses to detect misbehavior.

1) Monitored Features: The initial step in designing any
detection based security system is to select the system features
that will be monitored. To provide support for most WSNs,
ComSen only monitors some common features in WSNs:
• Sensor Reading: Nodes in WSNs are rarely deployed in

scenarios where there is no correlation between the sensor
readings of neighboring nodes (i.e., the readings of one
node are not independent of that of its neighbors) [1]. By
monitoring the sensor readings, we can detect attacks that
attempt to distort gathered information.

• Receive Power: In static networks, the receive power
should remain constant. Fluctuations may be caused by
changes in the communication hardware or position of the
corresponding node.

• Send Rate: Most applications take sensor readings and
transmit them periodically. Any routed packets would
also be periodic. Thus the rate of packets sent by nodes
should follow a consistent pattern. Most attacks, such as
selective forwarding, sybil, and replay, cause deviations in
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this metric. Furthermore, sudden periods of inactivity may
be caused by the process of adversaries re-programming
nodes.

• Receive Rate: The ratio between incoming and outgoing
packets should be constant because outgoing packets can
only be packets being routed or packets generated by the
node. A neighboring node that does not change its send
rate when its receive rate changes may be compromised. It
should be noted that, regardless of whether its data is en-
crypted, a packet’s header (with the source and destination
information) is often viewable by all nodes.

These choices allow ComSen to be widely applicable, because
these features will be accessible in the majority of WSNs.
However, these features may not be appropriate under two
scenarios: (1) the packet data can only be decrypted by the base
station and (2) the application rarely communicates information
to the base station.

The first scenario arises when the confidentiality of infor-
mation being transmitted in the WSN is important (i.e., not
simple temperature readings). Since compromise cannot be
detected and prevented in zero time, it’s possible that some
sent information may be eavesdropped by compromised nodes.
Thus, packet data may be encrypted so that only the base station
can decrypt it. Under such conditions, we can compensate for
not monitoring the sensor readings by increasing the number of
monitored neighbors to achieve comparable performance from
ComSen at the cost of higher memory overhead. Section VI
discusses this in further detail.

The second case is caused by applications with non-periodic
communication. For example, a WSN in a demilitarization zone
that only sends when movement is detected would have no com-
munication under peaceful circumstances. Baselines cannot be
established for most of the features because there’s inadequate
information being monitored. ComSen compensates by using an
activity mode where nodes to send sensor readings at a rate that’s
a hash of its unique identification number. The communication
overhead is necessary in order to prevent long periods of silence
where nodes can be compromised and studied by adversaries
without detection. Activity mode is only used when there is
inadequate communication by the application.

2) Algorithms for Detecting Misbehavior: There are two
categories of algorithms that detect misbehavior: anomaly-based
and rule-based, both of which use records of monitored systems
features. In anomaly-based algorithms, a baseline is established
from the records and any new records that differ from the base-
line, above a threshold, are considered anomalies. In contrast,
rule-based check for a specific criteria (e.g., any two packets
with the same header signals a replay attack). In ComSen,
we decided to focus on anomaly-based algorithms in order to
meet ComSen’s flexibility criteria; rule-based algorithms target
specific scenarios and the rules they use have to constantly
updated for every new scenario.

The detection of misbehavior by the distributed component
of ComSen can be divided into five algorithms: detection using
(1) sensor reading, (2) receive power, (3) send rate, (4) receive
rate, and (5) join messages. The first four are anomaly-based
algorithms using the four features that are monitored (Section
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Fig. 3. Node A cannot impersonate any other node without one neighboring
detecting a new neighbor

IV-A1). The last algorithm is rule-based.
For the rule-based algorithm, if a node detects a new neighbor

outside of the setup period, by hearing any messages from it. It
will immediately consider the neighbor compromised.

These rules prevent compromised nodes, and even external
attackers, from impersonating other nodes without being con-
sidered as new neighbors and reported. Figure 3 illustrates
this property. Suppose node A was compromised and wants
to impersonate another node. It cannot impersonate A or B
without node D detecting a new neighbor. It cannot impersonate
D without nodes B and C detecting a new neighbor. It cannot
impersonate any other node except with B, C, and D detecting
new neighbors. Thus, with enough neighbors monitoring each
other, any attacks involving impersonation can be detected.

The four anomaly-based algorithms all follow a similar
approach. Every node has two buffers for each monitored
neighbor: a packet buffer and a misbehavior buffer. The buffers
are shared by all four algorithms and use a sliding window
approach where the last N packets/reports about the correspond-
ing neighbor are stored. The data stored in the packet buffer
is used to calculate that neighbor’s baseline. New packets are
compared against the baseline and any packets that deviate
from the baseline by more than some threshold is considered
anomalous. Anomalous packets indict misbehavior and cause
the detecting node to generate a misbehavior report. All such
reports are added to its misbehavior buffer. When the cumulative
weight of reports in the misbehavior buffer passes a threshold,
the node will report, to the base station, that the corresponding
neighbor is compromised.

An overview of the algorithm that uses receive power is
shown in Figure 4 and its corresponding equations are:

powernew − powermax > T, if powernew > powermax

powermin − powernew > T, if powernew < powermin
(1)

The algorithm calculates the minimum and maximum values
of packet receive power from the packet buffer. A new packet is
anomalous if its receive power is T below the min or T above
the max. Any detected anomalous packets are considered to
be misbehaviors. Anomalous packets are added to the packet
buffer so that anomalies caused by environmental changes can
be accounted in future baseline calculations.

The algorithm that uses the sensor readings is almost identical
to the one that uses the receive power. The only difference is
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that the difference between the node’s and the neighbor’s sensor
readings is used instead of the receive power.

Figure 7 shows an overview of the algorithm that uses the
send rate. It calculates two rates: the rate at which the last N2

packets are sent (including the last packet), rateN2, and the
rate at which the last N packets are sent, rateN where N >
N2. If the ratio of these two rates is above a threshold K the
corresponding neighbor is considered to be compromised.

The algorithm that uses the receive rate only differs in two
ways. First, instead of counting packets sent by the neighbor,
the counts are of packets received by the neighbor (i.e., sent to
the neighbor). Second, the rates are replaced with send-receive
ratios (i.e., rateN2 becomes ratesentN2/raterecN2 and rateN
becomes ratesentN /raterecN ).

All reported misbehaviors generated by the four anomaly-
based algorithms for a node are stored in a shared misbehavior
buffer. Each reported misbehavior is given a weight based on the
time that it was detected, tstamp, and the current time, tcurrent.
When a misbehavior for a neighbor is detected, the total weight
of detected misbehaviors for that neighbor is calculated using:

∑
M

(tcurrent − tstamp) + 0.3
∑
m

(tcurrent − tstamp) (2)

where M is all detected misbehaviors of the same type and
m are all detected misbehaviors of all other types. When this
total passes a threshold, TM , the corresponding neighbor is
considered compromised. Thousands of simulations, described
in Section VI, were used to determine the weight 0.3, optimal
values of thresholds, and other parameters in these equations.

Once a node determines that a neighbor, node A, is com-
promised, it will send out three reports about the compromise

to the base station. The reports are all identical with fields
for the reporter, the node being reported, and the type of
misbehavior that triggered the report. From that point on, the
reporter will continue to record information from node A, but
will not perform any more calculations to detect anomalies
unless instructed otherwise by the base station.

B. Centralized Component

The centralized component, running on the base station, is
responsible for deciding if a reported node is actually com-
promised, based on data from other nodes, or if the reporter
made a mistake. If the reported node is compromised, the base
station will alert the user and perform any recovery procedures,
such as ignoring all of its messages. However, if the reported
node is determined to not be compromised, the base station will
tell the reporter(s) to treat it as non-compromised and continue
monitoring.

For all new neighbor reports, the user is alerted. If an actual
node was added to the network, the user can instruct the network
that it is not malicious. For other cases, the base station will
process data based on reports from other nodes. In order to
make a decision about whether a reported node is compromised,
ComSen uses a beta reputation system [4].

It has been shown that beta reputation systems are able to
accurately detect misbehavior based on numerous reports and
lower the high false positive rates in strict detection systems;
because the system takes history into account, in order to
successfully hide a compromised nodeA, on average 72% of
nodeA′s neighbors have to be compromised (in contrast to
the 33-50% for other approaches like majority voting) [11],
[16], [26]. Beta reputation systems are an extension that uses
probability density functions to combine feedback from multiple
sources and determine a reputation rating, or rating of how
trustworthy the subject node is. In our case, the reputation rating
corresponds to a decision of compromised or not if it is past a
threshold value.

In beta reputation systems, the probability, ρ, that a reported
event is accurate given two parameters α and β is the beta
distribution, f(ρ|α, β), which can be expressed using the gamma
function Γ as:

f(ρ|α, β) =
Γ(α+ β)

Γ(α) + Γ(β)
ρα−1(1− ρ)β−1,

0 ≤ ρ ≤ 1, α > 0, β > 0

(3)

We chose the parameters, α and β, to be the weighted
sum of past reports for the reported node and the number of
compromised nodes within two-hops of the reported node. These
allow the network topology and past reports to impact the final
decision about whether a reported node is compromised. Initial
baseline values are determined during the setup period.

The base station has knowledge of every node’s neighbor,
which may have been gathered during the setup period. A report
about node A being compromised by node B has a higher
probability of being correct the more of node A’s neighbors
report it, the longer its history of reported, and the more
compromised nodes there are near it.
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On the other hand, if the probability is too low, then the
reporter, node B, may be compromised and launching a slander
attack against node A. In which case, the base station will
instruct other nodes that node B is compromised, alert the user,
and launch recovery procedures.

This approach prevents adversaries from using ComSen to
attack the network without being detected. If a compromised
node impersonates the base station, nodes closer to the base
station on the routing path will detect messages coming from
the wrong direction and alert the base station. Thus, an adversary
cannot impersonate the base station without being immediately
detected.

ComSen is also not vulnerable to slander attacks. Suppose
a compromised node, node C, wants to slander one of its
neighbors, node D. As previously mentioned in Section IV-A2,
impersonating other nodes will be detected by neighbors and
nodes cannot influence each other. The base station knows
node C’s neighbors, so reporting a non-neighbor will also
result in detection. The only possible slander attack is for
node C to influence the base station by sending reports of
compromised neighbors. However, without supporting reports
from node D’s neighbors, the base station will not consider node
D as compromised. Moreover, the slander attack may only cause
node C to be considered compromised.

V. IMPLEMENTATION

We implemented ComSen using TinyOS [27]. There were
two key issues that may be applicable to other implementations
of ComSen.

First, recall that every node has a misbehavior buffer for each
of its monitored neighbors. The format and size of that buffer is
implementation-dependent (i.e., depends on the needed accuracy
and performance of the WSN). Nevertheless, the reports in the
buffer must consist of the following fields: time of alert, type
of misbehavior, and its source.

Second, there may be a high memory overhead for the
buffers need to monitor all neighbors. The overhead grows as
a quadratic function of the number of immediate neighbors,
which is not scalable for high density networks. To address
this, ComSen nodes can select a subset of neighbors to monitor.
The selection can be random or come from other protocols. For
example, in random pairwise key distribution protocols [7], [9],
there are a number of keys generated before deployment and
each node is given a random key. After deployment, there is
a probability that two neighboring nodes will have compatible
keys and be able to communicate. Depending on the density
of the network, it’s possible to control the average number of
neighbors that each node can communicate with it by adjusting
the total number of keys. As we will show in later sections, the
performance of ComSen is maximized after a certain number
of monitored neighbors, so it’s unnecessary to monitor all
neighbors in dense networks.

VI. COMSEN’S PERFORMANCE

In order to analyze the performance of ComSen, we ran a
series of experiments using SenSec [29], an evaluation tool
which allow us to simulate and analyze various attacks on WSNs

running real applications. The experiments provided quantitative
analysis of the effectiveness of ComSen with different parame-
ters.

We used the standard metrics of performance for detection
systems [8], [10], [15]:
• Detection rate: This metric is the percentage of actual

compromises that were detected by the system. However,
even with a 100% detection rate, the accuracy of the system
cannot be determined without considering false positives.

• False positives: It is possible for legitimate nodes to be
reported as compromised. These reports are known as false
positives. The detection rate is not inversely proportional
to the false positive rate. For example, a system can have
a 100% detection rate and still have a 99% false positive
rate. Systems with a high percentage of false positives are
inaccurate because the majority of reported compromises
are false.

• Detection time: Detection mechanisms require time to
collect and process collected data before making a decision
on whether a node is compromised. Detection time is
the interval during which a compromised node remains
undetected.

Section VI-A discusses the performance of the distributed
component. The overall performance of ComSen (i.e., both
its distributed and its centralized component) is discussed in
Section VI-B.

A. Distributed Component’s Performance

In modeling the compromise of nodes in a network, we used a
gradient-based model proposed by Chen et. al. [3]. This model
is based on the observation that compromises exhibit spatial
locality. For example, if adversaries are compromising nodes
while walking from one node to the next, then the chances
of a node being compromised is higher if they’re closer to
a compromised node. Thus, the probability that a node is
compromised forms a gradient, with higher probability for nodes
closer to compromised nodes and vice versa.

Our network topology consists of 100 simulated motes ran-
domly deployed over a 100m x 100m area. The motes have
radios with transmission powers of 5 dBm and are running
common sensor applications that taken sensor readings every
1s and routing them to a base station at a random edge of
the network. Tree routing and CSMA are used. There is a
setup period. At some random time, after the setup period, a
random node in the simulated WSN is compromised every 10
simulated minutes and launches a series of attacks against the
network. The attacks launched by compromised nodes are all
those provided by SenSec, such as replay, sybil, wormhole,
pulse-delay, selective forwarding, etc. (i.e., the performance
is independent of the attack). A real TinyOS application that
takes sensor readings every 0.1 s is run for each node in
the simulation. As we vary the parameters in the detection
algorithms, we analyze their effect on ComSen’s performance.
Every experiment consisted of 50 runs, each lasting 1 simulated
hour.

Figures 6(a) and 6(b) show the results of the experiments
where we evaluated the performance of the detection algorithm
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Fig. 6. Performance of detection algorithms based on receive power change

that uses receive power at various receive power changes and
packet buffer lengths (L). The threshold value is 1 dBm. For the
first L packets, we use an unchanging 5dBm for the transmission
power, while the receive power is simulated based on the
physical topology. Then the power level of the transmission
power is increased.

From the results, we can see that smaller packet buffers
require smaller changes in the receive power to detect a com-
promise; a buffer of length 2 can achieve a 95% detection rate
with the smallest change in receive power. However, the tradeoff
is a higher false positive rate; a buffer of length 2 has a 95%
false positive rate. These results are explained by our using past
data to establish the baseline and a smaller buffer means that
the algorithm is more sensitive to small changes whether they’re
caused by compromises or transient changes in the environment.

We found that the detection times remain constant for each
buffer length, regardless of the change in receive power. The
graphs were omitted for brevity, but they demonstrate that the
buffer length is the deciding factor in the algorithm’s sensitivity.

These results also show that, it is possible to achieve a
false positive ratio of less than 10% with small packet buffers
(i.e., lengths in the single digits). Thus, the memory overhead
imposed by ComSen is low.

The experiments on the sensor reading detection algorithm
produced similar results, which are omitted for brevity.

For the algorithm that uses send rate, we used the buffer
length (L) of 6, and a sublength (L2) of 2. Figures 7(a) and
7(b) show the performance of this algorithm as we vary the
receive power, by some percentage, and the threshold value K.
The results from this experiment mirror those of the previous
experiment: lower values, for threshold and buffer length, lead
to more responsive algorithms that offer better detection rates at
the cost of higher false positive rates. For example, if K is 1.02,
then a 90% detection rate is achieved with a 30% increase in
the send rate, but the false positive rate is 97%. Once again, the
detection times are dependent only on K and remain constant
as the send rate changes.

The experiments on the receive rate detection algorithm
produced similar results, which are omitted for brevity.

These experiments are meant to analyze the possible perfor-
mance of the detection algorithms deployed on every node in the
WSN. The actual parameters should be adjusted according to
application security requirements. However, these results show
that the algorithms are capable of detecting compromised nodes

with detection of over 98% and false alarm of under 5%.
Of course, the performance varies greatly under different

environments, because a single node with limited resources
cannot achieve high accuracy under all conditions. The role
of the detection algorithms is to notify the base station of
possible compromises. The base station will compensate for the
limitations of motes by aggregating reported compromises from
multiple sources and decide if a report is correct.

B. Overall Performance

We ran several experiments to provide quantitative analysis of
the performance of ComSen. The experimental setup is identical
to the one used in Section VI-A, where 100 nodes, running real
TinyOS applications, are randomly deployed.

For our first experiment, we wanted to evaluate the effects
of increasing the number of neighbors monitoring each other.
Furthermore, most detection systems perform poorly (detection
rates of less than 50% and false positive ratios of more than
90%) in lossy environments [28]. So, we varied both parameters
and analyzed the results.

Figure 8 shows the results of the ComSen’s performance
evaluation at various loss rates and number of monitoring
neighbors. Figures 8(c) and 8(b) shows that the algorithm can
compensate for high loss rates with more neighbors monitoring
each other. At 30% loss rate, a 99% detection rate and a 2%
false positive ratio can be achieved if each node monitors an
average of 9 neighbors. Higher loss rates affect the detection
rate more than the false positive ratio, because lost reports make
real compromises look like transient errors. However, in most
cases, the compromise is detected as future malicious behavior
is reported, so the detection time is higher for larger loss rates
(Figure 8(c)).

We also measured the communication overhead, the number
of packets sent related to the operation of ComSen, which is
shown in Figure 8(d). As expected, at higher loss rates, more
packets are sent due to retransmissions. However, increasing
the number of monitoring neighbors does not increase the
number of packets sent. In the majority of cases, the number
of packets sent does not change significantly and, in some
cases, the number of packets sent actually decreases 5% for
every neighbor added. Closer inspection shows that when the
number of monitored neighbors is increased, more neighbors are
sending reports based on the same misbehavior, which increases
the communication overhead. However, having more generated
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Fig. 7. Performance of detection algorithms based on send rate change
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Fig. 8. Performance of ComSen at various loss rates and number of monitoring neighbors

reports allows the base station to detect compromised nodes
faster (i.e., the detection time is lower) when some of the
reports are lost. Thus, the future misbehavior of compromised
nodes won’t generate reports, which lowers the communication
overhead. In conditions where the loss rate is more than 15%,
the net result is a decreased or unchanged communication
overhead with each additional neighbor.

We measured the energy consumption of ComSen. The energy
consumption of the radio accounts for the majority, of the
total energy consumption, which is consistent with previous
results [1], [18], [25]. Since the total energy consumption is
proportional to the communication overhead, the graphs were
omitted for brevity.

For our second experiment, we evaluated the effects of
network density on the previous results. We increased the
overall network density from 100 nodes to up to 10,000 nodes.
Our results showed that density has no significant effect on
ComSen’s performance. We omit the results for brevity, but
Figure 8 does not change significantly with network density.

We also ran experiments on the computational and memory

overheads, which are omitted for brevity. As expected, they are
<1% for motes, because the distributed component only per-
forms simple computations and requires monitoring a constant
number of neighbors.

These results demonstrate that ComSen can provide accurate
detection of compromised nodes and is scalable to large net-
works. Although similar systems offer comparable performance
with no loss, with 30% loss rate, their best detection rate drops
to 14% and the false positive ratio becomes 99% [28]. However,
ComSen can provide a 99% detection rate and a 2% false
positive ratio at 30% loss rate. Moreover, its overhead is not
significantly increased for denser or larger networks, scaling up
to thousands of nodes

VII. CONCLUSION AND FUTURE WORK

In WSNs, compromised nodes can undermine the integrity
of data by sending false data reports, injecting false data, and
disrupting transmissions. Since cryptographic solutions are not
sufficient to prevent these attacks, we proposed ComSen, a
system for detecting compromised nodes in WSNs.
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This paper has presented the design of a novel and reliable
detection system that is not vulnerable to slander attacks, where
malicious nodes use the detection algorithm to launch attacks.
Through a series of experiments, we showed that ComSen can
provide detection rates of 99% and false positive ratios of less
than 2% in environments with loss rates of 30%. ComSen can
run on most WSNs because it uses common application features
(sensor readings, receive power, send rate, and receive rate) and
can adjust its detection behavior if the sensor application doesn’t
have periodic transmissions or lacks inter-node communication.
It has low memory, computation, and communication overhead
that allows it to scale to networks of over thousands of nodes.

Possible directions for future work include creating a response
system and adding a challenge system. ComSen provides a
means of identifying compromised nodes in the network but
not how to respond to such a compromise. The most basic
approach would be to isolate the offending node, but that
may not be appropriate for all scenarios. Furthermore, ComSen
does offer high accuracy in identifying compromised nodes, but
once ComSen determines that a node is compromised, it could
challenge the node to prove that it isn’t compromised, improving
the accuracy further.
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