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Abstract—Nowadays, delivering television over | P technologiesis
increasingly used by I nternet Service Providers. Having using for
years the traditional TV broadcasting systems, viewers expect at
least the same Quality of Experience from IPTV providers. In
this paper we focus on the zapping time which is one of the most
important elements for the quality experienced by the viewers. To
reduce it, we propose to invert the leaving and joining operations
which are traditionally used in this order. As a second step, we
modify the source code of the IGMPV3 protocol implementation
to leave and join IPTV channels by sending a unique message.
To evaluate our solution in terms of bandwidth overhead and
blackout time we conduct simulations using IGMPv2 and
IGMPv3 signalling.

We show that with our proposition, in each case, the overhead
stays limited in the network core. Moreover, the overhead tendsto
decrease when the number of the active viewers increases.
Additionally, the proposed approach reduces the blackout time
during a zapping process.

Keywords-component; zapping time, IGMP protocol, IPTV,
bandwidth demand, channel overlapping.

. INTRODUCTION

As the cable operator we talked about in [1], man

Internet Service Providers (ISP) propose videoisesvover

IP technologies which are commonly known as IPTV

(Internet Protocol Television). Unlike Internet T%], IPTV
channels are delivered by the ISP in their own néta: An
IPTV network architecture is usually set up as @nésd in
Fig. 1. The core of the network contains an IPT\é&tband
and routers. This core is connected to the clibgtsome
active equipments which depend on the last

technologies deployed by the ISP, such as Fibemhie

Home (FTTH) technologies or Digital Subscriber Line

(DSL) technologies. Finally, a Set Top Box (STB) &r
Computer Software Solution allows the viewer testhnd
watch the channels on the TV or computer screen.

Assuming that most viewers are watching the same

channels (the most popular ones), multicast stressem to
be the best way to deliver IPTV services and eiffett
manage the bandwidth demand of viewers. Two potgoc
are used to deal with multicast IPTV streams. la tore
network side, a multicast routing protocol like fexol
Independent Multicast—-Sparse Mode (PIM-SM) [3] sdt

yyears watched

mil
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It allows building distribution trees for severalogps (or
IPTV channels) from the source (the IPTV Broadbatud)
the receivers’ through routers and switches. Addst mile,
Internet Group Management Protocol (IGMP) [4, 5hised
by the IPTV devices to leave or join multicast IPTV
streams.

Internet

Figure 1: Typical ISP Network architecture

The use of these protocols to manage multicasarsise
may introduce a long network delay. This can imphet
Quality of Experience (QoE) of how viewers, who ador
channels delivered from traditional
broadcasting services (terrestrial, cable or stdpll As
presented in (a) of Fig. 2, unlike the IPTV systeimsthe

traditional broadcasting systems, all channelsamalable

at the user side regardless if they are requestedtoIn a
multicast IPTV network, only the requested chanreis

delivered to the viewers. So, as presented in {Hig. 2

ezapping delay is inevitable when viewers switchrfrone
channel to another.

It becomes then clear that channel zapping tinoaésof

the most important Quality of Experience parameterbe

performed to deliver IPTV services in best condisicand

satisfy costumers.

In the following of this section, extending the wor

presented in [1], we describe how we enhance channe
switching scenario and IGMP protocol to efficiensiyitch
between IPTV channels and reduce the network delay.
Section Il of this paper provides a background @éestcribes
some related works to reduce channel zapping t8aetion



The core

STB
| Active Viewer

@

nnnn

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/

168

The core
Network

Last Hop Router

Multicast IPTV i e <
ulticas! (w
- a1

ute!

iz T

o]

Receive
Channel <&

“(b)

Figure 2: Broadcasting service system architectia) the traditional TV broadcasting service éndhe IPTV service

Il presents our solution to improve the zappingdiand

for the requested channel (channel#2). If this okais not

section IV presents the developed multicast modigh w yet available on the access router, this IGMP jpassage is
which we evaluate the bandwidth demand in the st@hd forwarded through a PIM-Join message toward thst fir

and the proposed approach. Section V is an overgfethve

router having the requested channel flow availabhe time

IGMPv3 source code modifications made to merge thénterval between the sending of the IGMP-Join mgssand
IGMP leave and IGMP join message to one and ini@ect the receiving of the first multicast packet of chak2 is

VI, we show the result of our simulations. Finallye
conclude and present future work in section VII.

Il BACKROUND AND RELATED WORK

As represented in Fig. 3, when a viewer requesteva

channel, its IPTV device sends out two IGMP messdge

called the Join Latencyk) of channel#2.

Depending on LL, CSD and JL values (when
LL>CSD+JL), channel#1 could overlap with channel#2
during the Channel Overlap Dela@@D).

We can define the Network DelayD) as the time
interval between the sending of the IGMP-Leave mgss

switch between channel regardless of the IGMP wersi for channel#1 and the receiving of the first malsit packet

used.

of channel#2. Finally, after the buffering and ttecoding
delay [6], the viewer can watch the requested cklaom his

When a client wants to watch a new channel he er shor her computer or television screen.

pushes the remote control button. After a procegsdilay,
the IPTV device sends an

IGMP-Leave message for

This zapping scenario can be played out with ver&o

channel being left (channel#1). When the accesserou of IGMP protocol which is defined in RFC 2236 [4]with

receives this message, it must check, by sending>&P
Group-Specific-Query message, if there is an |P&teiver
remaining in the network which still wants to recei
channel#1. After a Last-Membership-Query-Intervélich
is typically set to 1 second and if the Last-MemQeiery-
Count is equal to 1, the access router will stapvéading
data of channel#l. If the Member-Query-Count isab¢in

version 3 which is defined in RFC 3376 [5]. Thistla
version has additional capabilities, but during apping
process, the main difference with IGMPv2 is that in
IGMPV3 the leave and join messages are sent té\the
IGMPv3-Routers multicast address (224.0.0.22) aoidtm
the requested channel group address as in IGMPRB. T
allows the router to make explicit tracking to ntain an up

(n>1), the access router will repeat the leaving process to date receivers and groups’ lists. Thereforeha ¢ase of

times, as long as no response is received. Theititaeval

an IGMPv3-Leave message, if no more groups’ members

between the sending of the IGMP-Leave message land tare registered, the router can immediately stoplisgnthe

receiving of the last multicast packet of channebttalled
the Leave LatencyL().

After a delay we call the Channel Switch Del&80),
the viewer’'s IPTV device sends out an IGMP-Join sage

channel data flow. This can greatly reduce the aodity of
having a channel overlap. However, even with IGMPv3
protocol, for code implementation reasons, two @gss
are still needed to achieve a zapping process.
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with a constant delay. During a zapping procesvifer’'s
IPTV device must join both streams until the inibaffer is
filed up. Then, the secondary stream is left. Wih
developed packet ordering rule for the secondaeast and

a multiplied transmission rate, the authors confirm a
maximum reduction of 1.1 second of the zapping ydela
during a commercial break and a maximum zappingydel

equal to 2.1 seconds.

The core
Network

z
|ouueyy

In [10] a Multicast Assisted Zap Acceleration is
presented. The aim of this method is to reduceFihs -
Frame Delay KID) by adding time-shifted sub-channels of
the multicast mean channel. When a zapping process
happens, and depending on which time the viewanastg
the new channel, one of those sub-channels is demsl as
the main stream. Additionally, Meta-Channel thatafies
the sub-channel to be chosen by the STB when aneh&n
requested is constantly broadcasted by the zapping
accelerator. A migration solution from the sub-ahelnto
the main IPTV channel is proposed too. Regardlégteo
number of the viewers, the simulations results stiwat this
solution reduces the waiting delay of the firstrdrhie
without requiring additional resources.

fered ko=t
el "

No Channel Overlap

Figure 3: Standard channel switching scenario (R&R|
IGMPV3)

Based on the explained IPTV channel switching
scenario, several ways were explored to improvenméla
zapping time. Some of them focused on the improverag
the Network Delay [7, 8], some others tried to meihe
zapping time by reducing the Display Delay [9, 1Q, 12,
13, 14, 15, 16] and others tried to reduce the ipgpfme
by predicting the behavior of the viewers duringisg [17,

18, 19, 20, 21].

U. Jennehag and T. Zhang propose in [11] the
Synchronization Frames for Channels Switchif8FCS
method to decrease the decoding process delaydigicad
secondary stream with which resynchronization fraae
sent. Viewers who want to decode the IPTV channastm
join both streams. This will avoid th&ID but will
significantly increase the bandwidth utilization.

A. Reduction of the Network Delay To reduce th&ID, authors propose in [12] to change the
ncoding structure by adding periodically to thernmal
ideo frames additional I-frames encoded at lowerdie.
Because of these additional I-frames, the decoghogess
will be faster but as in [11] the bandwidth utilive is
increased.

In [7], the authors propose to reduce some |GMPV€
parameters like the General-Query-Interval (GQljeduce
the Join Latency if the first report or join messs@re lost.
Over a Wavelength Division Multiplexing based Pessi
Optical Network (WDM-PON), they prove that when ythe
reduce the GQI and set the Last-Membership-Quegrial
to 100 ms to quickly drop the left channel, thajdelay can
be reduced up to 100 ms while in the standard dase
approaches 500 ms.

Multicast Instant Channel ChangeMdlticast 1CQ
method is proposed in [13]. A low bit rate multicaream
carrying only I-frames is associated to each IPTdmel.
In each zapping process, the viewers must joindisplay
first of all this secondary stream and then, whenglay out
buffer is filled up with the mean stream, the fgliality
video stream is displayed. Unlike the Unicast Insta
Channel ChangeUpicast ICQ explained in [14], this
method reduces th&ID without increasing the resource
needs.

D. E. Smith proposes in [8] to send users unidasams
at higher than usual rates when surfing happenglur
commercial breaks. But even if the delay to buildltroast
distribution trees is avoided, the illustrationtioé developed
model shows that this approach will highly incredake
bandwidth demand by two the steady state.

In [15], a channel control algorithm is proposed to
determine the number of extra I-frames to put e thean
stream. The aim of this algorithm is to pursue Hactve

To reduce the Display Delqy by reducing the butigri trade-off between the decoding delay and the baittiwi
delay, the authors propose in [9] to add a secgndar

multicast stream replicated from the main multicetseam utilization.

B. Reduction of the Display Delay
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Scalable Video Coding (SVC) was proposed in [16] toMember-Query-Count and General-Query-Interval)[1h
reduce the decoding delay by embedding a secosttam over a WDM-PON network, the Join Latency approaches
in the normal stream which will reduce the bandtvidt 100 ms in the best cases.
overhead compared to the MPEG coding and transport

system. The Channel Switch DelayCED depends only on the
hardware/software implementations of the used Ie&Vice
C. Viewers surfing behaviors for closing the processing of the old channel, apening a

new socket to join and start the processing ofrtugiested

Methods based on pre-join mechanisms are studied ichannel [16]. Table | summarizes 88D measurements of
[17, 18, 19]. Based on the currently watched charemel some STB from different manufacturers and some IPTV
assumingthat most users use the up/down button of theiproviders software solutions [22, 23]. The measw&des
remote control to surf, adjacent channels can beegoin  vary from 20 ms to 200 ms. We clearly conclude that
advance [17] or sent by the IPTV Head End in lowCSD may increase the channel zapping time, especially
resolution [18]. In [19], the authors propose tsoapre-join  when viewers use computer software solutions.
the most popular channels, assuming that most vewe

watch only the most popular channels, but all tretemes TABLE |

cannot fit with each user's preferences. In [20]new MEASUREDCSDVALUES

methoq is proposed.to reduce the channel_ zapping Iy Name Type Values
reflecting, for each viewer, the channel surfingdeor and NeiGer SeTTop Box 0
the preferences, based on the pushed buttons cu_émete AMNnGtil0 Set Top Box 20 ms
control and .the program preference of each wewTEns.l BeePlaye Set Top Bo 50 me
know the viewer’s program preferenqes, a persoenhh; VLOO'ss-Gh computer software solution 100 ms
recommendation system for Electronic Program Guide %/'I"“;rf;ee?{‘/)

(EPG) installed in the STBs is proposed in [21]. (W?,'monw xp) | computer software solution 200 ms

This analysis shows that improving channel zapping To eliminate the Channel Switch Delay, we propase t
time requires several actions. Besides the prefoithods modify the channel switching scenario for each ioerof
based on viewers’ behaviors and preferences detiagnel  the IGMP protocol.
surfing, solutions that reduce the Network Delay dse
mixed with the propositions explained above to cedthe
Buffering and the First I-frame Delay. However, tibse
solutions refer to the same channel switching stena
which could be optimized. a

1 : Channel Switch Delay 3 : Leave Latency
2 : Join Latency 4 : Channel Overlap Delay

In this paper, we propose for each version of AP e
protocol, a novel channel switching scenario toucedthe
Network Delay which stays compatible with the erigt Display
solutions presented above. With simulations, weluara ’
the impact of our proposition on the network inmserof
bandwidth consumption and user Quality of Expemenc
(blackout time).

The core
Network
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Il. Proposed approach

A standard channel switching scenario consists in
leaving first the currently watched channel anchtfaning
the requested channel regardless of the IGMP pobtoc
version used. The Network Delay is then expresged b

Figure 4. Proposed channel switching scenario iGtPv2
protocol

N DStandard ApproacﬁCS DIPTV devicé’J I—Requested channel

With IGMPvV2 protocol, as it's presented in Fig. wie
suggest to join at first the requested channel thed to
IPTV service provider , the number and the bit rafteéhe leave the C””er!t.'y vyatched channel. This propasak not
IPTV channels and the values of the IGMP protocolneed_ any modlflqat_lon of the implemented protocat b
parameters (Last-Membership-Query-Interval, Last./equires only modifying the embedded software eflfATV

The Join LatencyJL) depends on several parameters
like the processing capacity of the equipments usethe
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device. Note that in this case, unlike in the stadd increasing in different points of the network arnpare it

approach, Channel Switch Delay becomes the tineiat  to the standard approach through simulations.
between the sending of the IGMP-Join message aed th

IGMP-Leave message. [T L ) aT e T T,

With IGMPv3 protocol, we propose to send a single
message to switch between channels, as it's pesbént
Fig. 5. Despite the fact that IGMPv3 protocol catively T, Standard latency

. X timing diagram
manage such a message, some code modifications art IGI%IPVZ?B

H Leave Latency

needed to make the IGMP Application Program Interfa Nehanmet Switch Channel Overlap

suitable to send a unigue IGMP-Report message izsw Delay Join Latency m
between channels. These code modifications aree et Leave channel 3 -
in section V. Join channel 4 : L3

H,
T, Proposed latency
timing diagram
T T Cve
N : Delay Leave Latency

P 3 : Leave Latency
a4 H
2 toin Latency '
. Leave channel 3 Channel Overlap

Join Latency

Display Lt “
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Figure 6: Channel surfing diagram
Figure 5: Proposed channel switching scenario @tPv3
protocol
V. M ODELING IPTV SERVICE SYSTEM

So in both cases, regardless of the IGMP protocol

version used, in light of our proposal, the Netwdrélay Modeling of an IPTV service system takes into actou
will be reduced to the Join Latency of the requiesteannel  goyergl factors, including program popularity, aheln
and therefore, can be expressed by: definitions, viewer surfing behavior and variousgaeters
related to the network itself. In each part of thedeling
NDeroposed approaciid Lrequested channel process, to finally estimate the bandwidth demard o

] ) ) multiple viewers, we have based our work on previou
If for example, as in [7], the Join Latency is eiwal00  \yorks 8, 20, 24, 25].

ms, based on the values of Table | our proposalreduce
the Network Delay from 17% up to 67 %.
A. Modeling IPTV Channel Popularity
If we now focus on the channel overlap, as preskinte
Fig. 6, for the samdL, CSD andLL values, the Channel The effectiveness of the multicast model is basetdaw
Overlap Delay may be greater in our proposed approa many viewers are watching the same channel atahes
than in the standard approach, increasing the hatiiw time. Many researches [20, 24, 25] has suggestatd T
consumption during surfing time. channel ranking follows Zipf distribution. If we order the
IPTV channels from the most popular to the leagiuper,
Therefore, to evaluate the impact of our proposiiie  the Zipf distribution implies that a few IPTV channels are
terms of bandwidth increasing during zapping timee, highly ranked, whereas many are lower ranked. Zipé
model the multicast IPTV service system to estintaie  distribution also known asPower Law distribution is
defined by:



1

WhereP,; is the probability that a viewer will choose the
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proposed approach and then we will infer the total
bandwidth utilization of all viewers.

B.1. Modeling the bandwidth demand of one singever

According to previous works [8, 20], the surfing

i" raked channeN is the number of the available channelsbehavior of a single viewer is represented as &sPni

in the network anda characterizes the form of the
distribution.

To set the maximum peak usage of their networksiyma
broadband operators apply this distribution lawhvétgiven
number of viewers and broadcast channels. Thiswallo
them to calculate the blocking probability which tise
probability that the bandwidth of the requested ncieds
exceed the available bandwidth.

Fig. 7 illustrates theZipf distribution law when the
number of IPTV channels is equal to 4& equal to 1 and
varies from 0.5 to 1.5 As we can see, the numb#reomost
popular channel tends to increase wher going down. A
study presented in [25] shows that the typical eslofa
goes from 0.5 to 0.95 in normal event days and dcdd
greater than 1.5 when special event happens.
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Figure 7: Channel popularity for deferentalues

B. Modeling Multicast Channel Surfing

The aim of modeling multicast channel surfing is to

assess the maximum bandwidth usage of viewers imgtch
multicast IPTV streams and then, to set the netwoski
capability of the IPTV service provider to bringethlocking
probability close to zero.

Basically, the total bandwidth usage at a givempof
time is equal to the sum of the bit rates of thanctels
watched by the viewers. Therefore we will first mmbthe
bandwidth demand of a single viewer in the standandithe

distribution with an average instant of channel ngfiag
equal tol. To take into account the difference between the
two IGMP protocol versions in our proposition whan
zapping happens, we first model the bandwidth dehodia
single viewer when IGMPv2 protocol is used. We whién
easily extrapolate to the IGMPvV3 case.

Denoted byAT; (i>1) the time intervals between every
channels changing. As we said earli€F; follows a Poisson
distribution.T; (i>1), are the times when the channel change
happens, it can be described by:

i
T = ;ATK

To define the bandwidth demand of one viewer, wié wi
focus on IGMP messages. So at eath(i>1) time,
according to viewer surfing behavior, to start tiennel
switching process, the IPTV device will send an &M
Leave message in the standard case or an IGMP-Join
message in our approach.

Suppose now that at tinTg(=0), the viewer is watching
channel # 1. As represented in Fig. 6, in the stehdase, at
eachtime T; (i>1) until the end of the surfing time interval
(which is in our simulation the mean duration of a
commercial break), the IPTV device will send an IBM
Leave message for channelahd then (after the Channel
Switch Delay) an IGMP-Join message for chanriel #H;
described in (1) is the first instant, aft€rin which the
bandwidth demand will change. Depending on theveéea
Latency (L), the Channel Switch DelaZED and the Join
Latency of channeli#1 (JL), the bandwidth demand will
jump to a high state if a channel overlapping osaur fall
to zero if not. Equation (2) describes the condifior which
the Channel Overlap DelaZ ©OD) will not be equal to zero.

H; =min(LL,CSD+JL;,),i 21 (1)
LL-(CSD+JL; if LL>CSD+JL;,, i21

CODI - ( |+Zl) ) i+ ) (2)
if LL<CSD+JL,, i=1

Similarly, L; described in (3) defines the instant, after
Ti+H; at which the bandwidth demand will change again to
be equal to the bit rate of channet®
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L =max(LL,CSD + JL;.,)i 21 (3) By (1) = 3" CD.I (N, (t) > 0)
c=1

In a standard channel switching scenario, the Watid
demand of a viewer can therefore be expressed by: Wheren is the number of the channels available in the
network, Nc(t) is the number of the viewers who are

cn i t<T,+H, watching channel #c antlis an indicator function.
|0 if T +H St<T +L andLL<CSD+JL,,, 121 .

BO=Ccncn, if T+H <t<T +L andLL>CSD L, i1 (4) Now that we have modeled the IPTV channel popwiarit

and the bandwidth demand of multiple viewers, to owr
simulations and estimate the bandwidth utilizati@sed on
equations (4) and (6), we need first to measurd rea
parameters like Join Latency for a given Channelt®w
Delay and Leave Latency value and that, in eachomgh
and with each IGMP protocol version. To measuresgéhe
arameters with IGMPv3 protocol when our propositi®
pplied, some kernel code modifications are neetted
switch between channels by sending a unique message
These code modifications are presented in the \iitig
section.

cn, if T+l <t<T, +H,,i21

WhereCD, is the bit rate of channel #ccording to its
definition (High or Simple Definition).

In the proposed channel switching scenario, wherg
IGMPV2 protocol is used, at eadh(i>1) time, the IPTV
device sends at first an IGMP-Join message for ralan
#i+1 and then an IGMP-Leave message for channebé,
we can define:

, V. IGMPv3 Code Modifications
H; = min(LL +CSD,JL;,;),i 21

The idea of switching from one IPTV channel to &eot

coD:{ Jl,, —(CSD+LL) if JL,<CSD+LL i=1 ©) with a uniqgue message is attractive, but the ctut@NPv3
"o if JL,=CSD+LL i=1 Application Program Interface (API) is not suitafide this.
In this section we will show how the API can be atedl to

and make this available. When a viewer wants to joitearve a
specific IPTV channel, his/her IPTV device will usiee

L, = max(LL +CSD,JL,,,),i 21 classical IP APIsetsockopt() function call with multicast

options, to send a Join or a Leave IGMP messageserh

. . . options are sorted in IPv4, IPv6 and IP versiorepehdent
Fo!lowmg _the Same reasoning as In t_he standam_al, eds options [26]. To illustrate our proposition we fecanly in
any given point of time during the surfing, the daidth IPv4

demand of a viewer can be expressed by:
With the current available IGMP specific optionstbé

cn if t<T +H, ' setsockopt() function, the switching from a currently watched
= O M TrHist<T+LiandLL+CSBIL, T2 (p) group (or IPTV channel) to a new one needs two essize
CR+CR, if T +Hi<t<T +L; andLL+CSD Ly, i 2! calls. All tested software/hardware solutions séinst an
Ch, ff THLSt<T, +Hj, 021 IGMP-Leave message and then an IGMP-Join message.

These requests are expressed at the socket layer by
successivesetsockopt (socket, IPPROTO_IP, ACTION, imr,
sizeof(imr)) calls, where ACTION” is first set to
“IP_DROP_MEMBERSHIP to drop the left multicast channel
and then to IP_ADD_MEMBERSHIP to join thenew one.

imr is anip_mreq structure containing the multicast address
and the device on which the group will be joinediedir.

In the case of using IGMPv3 protocol, the bandiwidt
demand has the same expression as in (6), exadptien
one message is sent to switch between channetahsif
two, the Channel Switch Delay is equal to zero.

B.2. Modeling the bandwidth demand of m viewers.

The bandwidth demand depends on both viewers who . .
are surfing and those who are not. To describe the Branchesl and2 of Fig. 8 represent the IGMP functions

bandwidth of m viewers during surfing, we must first called to switch between channels in the standask.c

calculate the bandwidth demand of each of themrdagp ~ VWhen the viewers IPTV device calls theetsockopt()

to equation (4) or (6). Based on the bandwidth demaf function to join or leave an IPTV channel, the esponding

each of the m viewers, the total bandwidth demahd Odo_ip_setsockopt() (line 402ip_sockglue.c) [27] function in

multiple viewers can be described by: the kernel space is called. Depend_ing on tAETION”
parameter the program goes to the join or to thedepart.
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static in do_ip_setsockopt
(struct sock *sk, int level, int optname,
char_user *optval, optlen)
1 optname = IP_ADD_MEMBERSHIP 2 optname = IP_ DROP_MEMBERSHIP 3 optname = IP_SWITCH_MEMBERSHIP
intip_me_join_group intip_me_leave_group int ip_me_join_group ) o
(struct sock *sk, struct ip_mreqn *imr) (struct sock *sk, struct ip_mreqn *imr) (struct sock *sk, struct ip_mregn_switch *imr)
\ | Socket information updating | /
] Y
void ip_mc_jnc_group void ip_mc_dec_group void ip_me_inc_dec_grou )
(struct in_device *in_dev, _be32 addr) (struct in_device *in_dev, _be32 addr) (struct in_device *in_dev, _be32 addr)
_ Device information updating 4
[ void igmp_group_added no_report \
(struct ip_mc_list *im)
/
static void igmp_group_added static void igmp_group_dropped static void igmp_group_dropped
(struct ip_mc_list*im) (structip_mc Tist *im) (structp_mc Tist *im)
\ IGMP kernel information updating j

static void igmp_ifc_event
(struct in_device *in_dev)

Figure 8: Flowchart of the called functions to slibetween channels

The behavior is similar in both cases and followese “IP_SWITCH_MEMBERSHIP, which can be used in the
steps: setpsockopt() function . Its goal is to produce a single

1.

message carrying bottoin and Leavénformation
Firstly, in theip_mc_join_group()line 1720igmp.c) or
ip_mc_leave_group(fline 1792igmp.c) function, the = 1p0 news tp swiTcH MEMBERSHIRoption in the
elements of the current socket are updated by gddin IGMP host bart
the multicast group to be joined or deleting the P

multicast group to be left, .
To make the newIP_SWITCH_MEMBERSHIP option

Secondly a call to the pimc_inc_group() (line available forsetpsockopt() calls, we mod_ified the source
1198igmp.c) or ip_mc_dec_group(lline 1257igmp.c) code' [27] and added a new case in cﬂbg.p_setsockopt()
updates the elements of the physical device on hwhicfunction code. Branch 3 of Fig 8 summarizes thaieages
the socket is connected. This is done by adding thef the called functions to finally send a uniquessege to
multicast group to join or by deleting the multicas SWitch between multicast channels.

group to leave. Additionally the elements like IGX&P _

“IP_DROP_MEMBERSHIP” options, the new

Thirdly, theigmp_group_added(Jifie 1152igmp.c) or ‘.‘IP_SWI'.I'CH_MEMBER'SI-'IIP" option needs simultaneous
igmp_group_dropped() line 1122igmp.c) function is  information about the joined and the left groupkefefore
called to mainly deal with the active version ofM@ We created ~a new ip_mregn structure called
(version 2 or version 3). ip_mregn_switch  carrying two address fields called
imr_joinaddr andimr_leaveaddr instead if the one which is
calledimr_multiaddr in the standard case. The rest of the

Finally, theigmp_ifc_event(fline 716igmp.c) function e
structure stays similar to the standard case.

is called to trigger the IGMP-Report message to mi

to leave the IPV channel.
struct ip_mregn_switch {

L . . struct in_addr imr_joinaddr;  /* group to join */
As indicated earlier, depending on the value of the struct in_addr imr_leaveaddr; /* goup to leave %
IGMP Robustness Variable, these steps could be struct in_addr imr_interface; /* interface to join on */

repeated. }

According to our proposition made in section lllg w

define a new ACTION” option called
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Like the joining/leaving sequences presented imditd ~ robustness requires that each message is repesies t
and?2 of Fig. 8, thedo_ip_setsockopt() function calls a new This requirement leads to a mixed Leave/Join mesaathe
ip_mc_switch_group(junction. This function is the merge €nd of the switching process. Delta time are digglan the
of the ip_choin_group() (|ine 1614[gmpc) and the t, Time” COlUmn, we can see that t&&Dis equal to 152 ms
ip_mc_leave_group(lline 1692igmp.c) functions. The goal in this try.
of this new function is to update the structure tbé
properties of the socket in use. So itme_joinaddr address The frames capture of Fig. 10 show the result of a
is inserted at the beginning of the multicast geligt and  setsockopt() call with the new defined
theimr_leaveaddr address is removed from this group list. “IP_SWITCH_MEMBERSHIP” option for a switching from
Additionally, theip_mc_inc_group(\line 1659%gmp.c) and ~ group 239.1.1.2 to group 239.1.1.1. As in Fig. Be t
the ip_mc_dec_group(jline 1717igmp.c) functions of the robustness variable value (equal to 2) makes that t
branch 1 and 2 of Fig. 8 are replaced by a new Message is repeated twice. The comparison of F_iaynd)
ip_mc_inc_dec_group(junction. This function is used to Fig- 10 shows us that now, only one messages isteen
update the elements of the physical device usedhby Switch from one group to another.
current socket. It is the merging igf_mc_inc_group(jand
ip_mc_dec_group()functions. The difference with the g The new ‘P_swITCH_MEMBERSHIPbption in the
original func_t|ons is _that _th|s function needs axeaive the IGMP router part
two groups’ information simultaneously.

. . . Because the version 3 of the IGMP protocol is desig
star':ér;?gy' tr(;zségmp_igroup@aggsgé)functt)lfn 0; thenewto take into account IGMP-Report messages carrgavgral
: ; I records of IGMP-Join/Leave information, there isne@d to
igmp_group_added_no_report@unction. In the original any modification in order to take into account thisw
igmp_group_added(unction, in addition to the settings of option

the IGMP protocol variables and timers there islato the ption.

igmp_ifc_event() (line 1091igmp.c) function. This call

triggers an IGMP-Report message. To avoid thisalltiv ~ C. Backward compatibility

the further message to be sent as a 2 in 1 messageeate
a new function calledgmp_group_added_no_rep@rtin
which theigmp_ifc_event(js suppressed. The rest of the e gion 2 by setting the kerneforce igmp_version
mergfed func.tlons remains unchanged. That's iheend of parameter to 2 and run zapping tests with cocTeguth'B
the “ip_mc_inc_dec_group() function a call to the .p gwTcH MEMBERSHIP option, we notice that our new

igmp_ifc_event() function triggers an IGMP-Report jnhiemented option stay compatible with version £ o
message. This message will then contain both theadeled |G \mp and two messages will be sent to switch betwee
group in the form of a gdfoup_to_join:  hannels.

change_to_include_mog group record and the deleted
group in the form of a
(group_to_leave:change_to_exclude_mgdgroup record.

If we force the IGMP version of multicast hosts to

VI. SIMULATION AND RESULTS

As shown in Fig. 9, in the standard approach, the As indicated at the end of section IV, to run our
switching method from group 239.1.1.1 to group 23p2  Simulation based on equations (4) and (6) we wertugh
made with the multimedia player VLC is expressedhwi WO Steps. In a real network, we stared by meaguiiie
IGMPv3 by two redundant messages. IGMP protocoP©n Latency {L) of IPTV channels for a given values|df

Timne Source Destination Info

0.000000 172.16.179.132 224.0.0.22 V3 Membership Report / Join group 239.1.1.1 for any sources

0.786027 172.16.179.132 224.0.0.22 V3 Membership Report / Join group 239.1.1.1 for any sources

6.758307 172.16.179.132 224.0.0.22 V3 Membership Report / Leave group 239.1.1.1

0.152416 172.16.179.132 224.0.0.22 V3 Membership Report / Join group 239.1.1.2 for any sources

0.585402 172.16.179.132 224.0.0.22 V3 Membership Report / Leawe group 239.1.1.1 / Join group 235.1.1.2 for any sources

Figure 9: Whireshark screenshot of the channelcsiviy scenario in the standard case when IGMPu3es

Tirne Source Diestination Info

0.000000 172.16.179.132 224.0.0.22 v3 Membership report / Join group 239.1.1.2 for any sources
4.087784 172.16.179.132 224.0.0.22 3 Membership report / Join group 239.1.1.2 for any sources
3.195888 172.16.179.132 224.0.0.22 V3 Membership Report / Leave group 239, .2/ Join group 239.1.1.1 for any sources
2.452044 172.16.179.132 224.0.0.22 3 Membership Report / Leave group 239, .2 / Join group 239.1.1.1 for any sources

[
[

Figure 10: Whireshark screenshot of the channitbimg scenario in the proposed case when IGMBu&ed
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before running our simulations. composed of 10 ms from the IPTV device to the @ptic
switch in the Head End (branch A in Fig. 11) and, i
accordance with [29], 115 ms from this optical sWito the
IPTV Broadband through the 4 routers and the E#tern
Vialis [28] is a small ISP based in Colmar (France)switch (branch B in Fig. 11). To simplify our illuation, we
offering a triple play service over a Cable, FTTAN  assume that at any place of the network, the Jaiericy
(FTTH-Passive Optical Network) and FTTH-P2P (FTTH-does not vary with the network traffic load.
Point To Point) networks. In [1] we already measutiee
Join Latency and evaluated the bandwidth demandalis Table Il summarizes the values of the parameterd irs
PON network where only IGMPv2 was used. In thisggap our simulation, 10% of the available channels al® H
to run additional simulations, we have chosen thd@H~ channels and 60 % of the users have STB to wattV IP
P2P Vialis network in which we measured the Joitehay, channels, the rest uses software solutions.
and so the Network Delay, in the standard and tbpgsed
approach with each IGMP protocol version.

A. Measurement of the Join Latency in a real network

TABLE Il
PARAMETERS VALUES OF OUR EXAMPLE

As presented in Fig. 11, Vialis IPTV network is éaon

; : Symbol Definition
1 IPTV Broadband, 4 multicast routers, one Ethesmétch 2 Mean of Poisson distribution
and two optical switches (one in the Head End arather Tar  Channel surfing duration
in the last mile side). Each optical switch has dptical n Number of available channels
orts and all active equipments run IGMP Proxy fiorc a  Zipfexponent value
P quip y SD Bit stream of Simple Definition
channe
o ’o~ HD Bit stream of High Definition
Bandwidtn domond  Optical [ 10 e/ channel
of 24 viewers Switch 4(75; (1] LL Leave Latency
. CSD channel Switch Delay of STB
Estimation of the N . (in the Standard Approach)
Routerz | of 576 viewers : CSD:  Channel Switch Delay of computer
. software solution
Router 4 . ’ (in the Standard Approach)
- ¢ LTy CSDy  Channel Switch Delay
Router 1 Prom e ¢ &% 15| (in the Proposed Approach)
Bromanand o Il Join latency of the 10 most popular
Router 3 o channels
— JL Join Latency of all channels except
it the 10 most popular one

Optical

Values

5
300 seconds
500 channels
0.95

4 Mbps

15 Mbps
100 ms

20 ms

200 ms

10 ms
10 ms

125 ms

Now that we have the values of the simulation
parameters, we will estimate, as a second step, the
bandwidth demand and the maximum channels requésted
a given number of viewers and channels during a
commercial break with Scilab, a software for nureri
computations [30].

Switch

PartA PartB

Figure 11: Vialis FTTH-P2P network

According to previous work [11], the most popular
channels are directly available at the optical clwitn the
Head End while all others must be required furtimethe
network. According to [7], we set the Leave Laterecyal
to 100ms (Max Response Time = 100ms, Robustness
Variable =1).

B. Estimation of the bandwidth demand of 24 active
viewers

At T=0, suppose that all active viewers are watghin

We modified the software code of the IPTV device tolF_)TV channels according to their popularity. Thesti

. lation conducted with Scilab shows us in Fig.that
test our proposed approach with IGMPv2 and IGMPy3SIMu . . .
When IGMPV2 is used with our proposition, the Cheinn for a branch of 24 active viewers, the bandwidtmaed

Switch Delay was measured equal to 10 ms. Thisevaiay varies from 51 Mbps to 175 Mpps both in the stadda'.rd.
be reduced when the software code modification iéhe proposeql approach. The big gap .between thenmml
optimized and the maximum value of the bandwidth demand used

by the number of the requested channels accordirigeir
popularity, and the channel overlapping when it feas.

The time to setup a branch end to end between®v IP =" . N :
device and the IPTV Broadband was measured equal t-Bh'S means that, as we did, the channel switchaamario

125ms. For each version of IGMP protocol, this gals



Standard approach (IGMPv2,3) = === Proposed Appraoch(IGMPv2)
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|
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=
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——— Standard approach (IGMPv2,3)

Proposed approach (IGMPv3)
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0 50 100 150 200 250 300
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Figure 12: 3-moving average of bandwidth demand

must be taken into account to model the bandwidthahd

of multicast streams.

Fig. 13 shows over a short period of time the diffece
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can see that our solution increases the bandwidthadd
only during overlap periods.

Unlike the estimation of the maximum number of the
requested channels at the same time, illustratirephtime
bandwidth demand is not a good indicator to dinm@msi
multicast IPTV networks and know, at the top, howanm
channels will be requested at the same time.

C. Estimation of the maximum number of the requested
channels by the active viewers

To evaluate the maximum number of channels reqdeste
at the same time in the multicast IPTV network, use
Monte Carlo approach [25]. Keeping the same paramet
values of Table I, we vary the number of activewers
from 24 to 576 (24*24) and the number of available
channels from 250 to 500. For each of those paenet
value, we repeat the process 1,000 times. At\iiestdo not
vary the value of the Zipf exponemiand set it to 0.95.

As we can see in Fig. 14, for 24 active viewersain
single FTTH-P2P branch, our approach will not iasethe
maximum number of the requested channels regardiess
the number of available channels in the network tred
IGMP protocol version used. For each approach, the
maximum number of the requested channel varies 28m
to 27 if 250 channels are available and from 228af 500
channels are available. In 1000 runs, 24 and 25tlaee

between the bandwidth demand in the standard aed tfumbers of the maximum channels which occurs thst o

proposed approach for each version of IGMP protod

Bandwidth demand difference(IGMPv2)

50

40

30

" i
)L Y | N S | S

210 2105 211 2115 212 2125 213 2135 214 2145 215

Bandwidth (Mbps)

Time (seconds)

Bandwidth demand difference (IGMPv3)

50

40

30

20

Bandwidth (Mbps)

10 - -

0 -\
210 210.5 211 2115 212 212.5 213 2135 214 2145 215

Time (seconds)

Figure 13: Bandwidth demand difference

respectively 250 channels and 500 channels artablai

Standard Approach (IGMPv2,3)
o 601 24 active viewers
=3
<
= 50 ——250 Channels
=
= —=—500 Channels
H 2 401
=2
g3 3m
SE
35 201
A
=
g 101
g
= 1 >
20 2 24 26 27 28 30
Number of channels requested
Proposed Approach (IGMPv2,3)
- 601 24 active viewers
=3
2’ 501 ==4--250 Channels
8
2 =500 Channels
E g 401
B
§ _: 301
s E
3 201
9
=
g 101
g
= 1 82
20 2 24 26 27 28 30
Number of channels requested

Figure 14: Maximum channels requested by 24 acirwers
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However, to set the network load capability anchdpri TABLE Il
the blocking probability close to zero, an IPTV seg VALUES OF THECHANNEL OVERLAP DELAY (1)
provider must estimate the maximum peak rate incthre Leave | Chamnel | 5. Channel '
network. Cases Latency Switch Latency Overlap P_art in

(ms) I?ril:\)y (ms) I?:;I:l)y Fig. 11

Since the 10 most popular channels are availabtheat 100 20 10 _I
optical switch in the Head End, to estimate the imarn 100 20 115 0 A
number of the requested channels between the bgtitteh Standard [ 100 20 125 0 A+B
and the upper router, these channels will be takém IGMPv2,3 W
account regardless of viewer behavior in both aaghes.
At this point of the network, based on the value3able II, 100 ALY s L A
the Join latency is equal to 115 nig4(-JL,). 100 200 125 0 A+B

Fig 15 makes it clear that globally, as in the FTREN IGMPv2 | 100 o L ¢ A
network [1], for the chosen parameters values dflgdl, 100 10 125 A+B
our approach does not increase the bandwidth demal pooceq 100 0 10 NSO B |
compared to the standard approach. In other tethes, | gmpva | 199 0 115 0 A
multicast bandwidth necessary to provide IPTV smEnis 100 0 125 0 A+B

the same in both standard and proposed channethémgt

scenario. This is due to the fact that, as it'sngobin Table To see what happens if the Channel Overlay Deligtex

Ill, when the Join La_tency is equal to 115 ms, ﬂ‘r&an.nel in our approach, the Join Latency must be reducetisfy
Overlap Delay COD) is equal to zero based on equation (2)i,e following condition:

and (5), in each approach, regardless of the IGktfopol
version. JL<CSD+LL
The COD is not null in a branch of 24 users only when

Therefore, only one multicast router in the Head E
the popular channels are requested.

was necessary to remove to reduce the Join Latandy
make channels overlap in the proposed approacHe Teb

Standard Approach (IGMPv2,3) summarizes those new measured Join Latency values i
g 576 active viewers each part of the network presented in Fig. 11. Vilktien
El —4=250haRTElE compare our approach when channels overlap during a
g, —#=500 channels zapping process with a standard case in which @iann
£ o don’t overlap in the core network.
e " TABLE IV
2 » VALUES OF THECHANNEL OVERLAP DELAY (2)
190 214 230 250 270 289 Leave Channel Join Channel
Number of channels requested Cases Latency Switch Latency Overlap Rart n
(ms) Delay (ms) Delay Fig. 11
Proposed Approach (IGMPv2,3) (ms) (ms)
s 576 active viewers 100 20 0 RN B |
=1
=l 100 20 85 0 A
5. =4—250 channels Standard 100 20 95 0 A+B
5E 13 =500 channels IGMPv2,3
22 e 100 200 10 0 B
22 101
<k 100 200 85 0 A
§ = 100 200 95 0 A+B
£ o g 100 10 10 B
B 1 » ropose
190 214 20 IGMPv2 | 100 el ES A
Number of channels requested 100 10 95 A+B
100 0 10 B
_ _ _ rroposed ™ 100 0 85 A
Figure 15: Maximum channels requested by 576 aviewers 100 0 95 A+B
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Standard Approach (IGMPv2,3)
9 . . .
Maximum Channels Requested s 901 24 active viewers, 500 available channels

g 701 24 active viewers, 500 available channels =3 801
2 —e—Standard Approach T 701
e (IGMPv2,3) = 60l
Z 501 s Proposed Approach 2 2
58 2S 501
2S am (IGMPv2,3) ]
£2 2E 4m
£z SE
<™ SE 3m
z ° 201 z
§ % 201
g E (U1
= 1 ey = 1

20 2 24 2 28 30 2 34 3% 33w 4 10 15 21 25 28 30 35 40

Number of channels requested Number of channels requested

s 576 alct/tli?;l:?e]vr:lefsh:l(;l(;c;::{il(:{:ssctlclgnnels Proposed Approach (IGMPv2,3)
g ’ —e—Standard Approach s M 24 active viewers, 500 available channels
= (IGMPv2,3) g 801 a=1.5
g, 151 a == Proposed Approach : 701 _
£f (IGMPV2,3) 2w —e—0a=0.95
23 g2 ——0a=0.5
2% 1 25 s01
3 ER-
g s N <E
g | s £ 301
g / ¥ am
= 1 > ~ §

260 270 280 289 300 312 320 g 10

Number of channels requested E 1
10 15 20 23 25 30 34 37 40
Number of channels requested

Figure 16: Maximum channels requested if channetslap

Figure 17: Maximum channels requested depending\@iue
As showed in Fig. 16, compared to the standard

approach, our proposition may increase the maximum Fig. 18 shows us that in a multicast IPTV netwofk o
number of the requested channels when channeldapver 576 active viewers our proposition increases th&immam
during a zapping process. In our approach, if 5@noels number of the requested channel only by 8% thedstan
are available in a branch of 24 active viewers,tfeimum  approach, regardless of the IPTV programs popularitd
number of the requested channels varies from BZAtaith  the IGMP protocol version used. This is becausthefbig
a mean of 30 channels. Compared to the standarmdagp number of active viewers who request generally dame
this increase is about 21%. In the network corenwbeé6 IPTV channels during the surfing.
viewers are active, the number of the maximum cabnn

requested at the same time varies from 290 to BaRrels Standard Approach (IGMPv2,3) s

in our approach, which is an increasing of 8% caomgpdo g 576 netive viewers, S0 availohle thownzls e

the standard approach. T: - ——a=05
Of course, depending on the values of the Zipf arpo, gé 10

for a given number of active viewers, the maximwmber 2 s

of the requested channels may not be the samedn ea g

approach. Therefore, we evaluate the impact of rélan S e 160 1 230 289 a0 350 s

popularity in Fig. 17 and Fig. 18 for a branch df &ctive Number of channels requested
viewers and then, for 576 active viewers.

Proposed Approach (IGMPv2,3)

Fig. 17 shows us, based on the values in Tableh¥/, R 6 acirerviemens, (b anlbledasoes
maximum number of the requested channels in a brahc F
24 active viewers for 3 different values. As we can see, in :H 1
the standard approach, this number goes from 2dnets Ly e |
if we have special evente1f1.5), to 28 channels if the E 51 3“
raking values of the most popular channel are s(wabD.5). f . e I W
In the proposed approach, the maximum number of the 130 172 230 w0 312 a0 379
requested channels varies from 27 to 39. Also, ewetpto Number of channcls requested

the standard approach, our approach increases ¢h ea
branch of the FTTH-P2P network, the maximum nunder
the requested channels from 9% to 32% depending on
value.

Figure 18: Maximum channels requested depending\aiue
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Proposed Approach (IGMPv2,3)
600

Maximum number of the requested channels

~i-Standard Approach (IGMPv2,3)

25.00%

a6}

%

+ 20.00%
39

[ b 15.00%

F1td

+ 10.00%

Number of channels

[ 5.00%

Relative increasing of
the Proposed Approach

5.39%
27%

24 96

192 288 384

480 576

Number of active viewers

0.00%

l .
| { ]
< o

1152 1728 2304

Figure 19: Maximum number of the requested channels

Our last simulations show that, compared to thedsted
approach, the relative increasing caused by ouroagh

used and 1 second when IGMPV3 is used to switohdast
channels.

when channels overlap, is reduced when the number o

viewers increases. As it's presented in Fig. 1%md¥0.95
and 500 channels are available, the impact of trenmel

overlapping has less effect when the number ofvacti

viewer is increasing. The biggest difference vahiethe

VII. CONCLUSION AND FUTURE WORK

To reduce the zapping time, many solutions were

maximum requested channels was measured when 4§oPosed based on the same channel switching sogtius

viewer are active, this value decreased to be etqudl7
channels when 2304 active viewers are in the n&twor

D. Reduction of the Blackout time in the proposed
approach

When a viewer requests a new channel,
appears during the switching time. This is due e t
decoding process delay and the time between thedaket
of the currently watched channel and the first pack the
requested one.

Depending on the network parameter values (Leave

Latency, Join Latency and Channel Switching Delayiy,
approach may introduce a channel overlapping.
previous section, we showed that this may increatitle

the bandwidth demand in the network core, but tbedg
point is that it can also reduce the blackout tim@easing
the quality experienced by the viewer.

Based on the parameter values of Table Il, during
period of 300 seconds, we summed, according tar(d)(6),
the time interval in which the bandwidth demaneédgial to
zero. In a branch of 24 active viewers, the avemigthe
measured value was measured equal to 6.5 secomds
viewer in the standard approach while in our apghohis
value goes down to 0.6 second per viewer when IGMBv

standard scenario could be more optimized. Thezefare
proposed in this paper a novel scenario which stay&ing
with the previous solutions. Unlike the standargrapch, to
switch between two channels, the solution we pregos
consists in sending an IGMP-Join message for theested
channel before leaving the currently watched chiatwye

a blackodgiending an IGMP-Leave message. Our solution improve

channel zapping time, especially when users aragusi
computer software solution. However, it may crestiert
overlaps period between channels during a zappiogeps
increasing briefly the bandwidth demand.

We showed then that with some source code
modifications, IGMPv3 becomes suitable for switgchin

i@ thPetween channels with a unique message

To estimate the impact of the channel overlappimg i
terms of bandwidth consumption, we modeled the icast
bandwidth demand of viewers surfing during a conuiaér
break and we prove that globally, depending on agktw
parameters values and regardless of the used |Giviton
protocol, our solution increase by 8% the maximwmber
of the requested channel in a core network wher@ 50
channels are available and 576 viewers are activegl a
I5é1pping process. Moreover, this relative increasamgls to
decrease when the number of the active viewer besom
bigger.
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We finally measured that the blackout time is reslic
bringing an additional improvement of the viewer
experience. [14]

In this work, we acted mainly at the first stepthé  [15]
zapping process which is the network processing. par
further work, we will focus on the second step bEt
zapping process. For the same aim, we will proEusae
mechanisms to send secondary streams, based onetire  [16]
streams and the moment of the zapping, to reduee th
Buffering Delay and the First I-Frame Delay at tmme

time.
[17]
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