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Abstract—For three-dimensional television, multiple views
can be generated by using the Multi-view Video plus Depth
(MVD) format. The depth maps of this format can be com-
pressed efficiently by the 3D extension of High Efficiency
Video Coding (3D-HEVC), which has explored the correlations
between its two components, texture and associated depth map.
In this paper, we introduce two modes for depth map coding
into HEVC, where the modes use diffusion. The framework for
inter-component prediction of Depth Modeling Modes (DMM)
is utilized for the proposed modes. They detect edges from
textures and then diffuse an entire block from known adjacent
blocks by using Laplace equation constrained by the detected
edges. The experimental results show that depth maps can be
compressed more efficiently with the proposed diffusion modes,
where the bit rate saving can reach 1.25 percentage of the total
depth bit rate with a constant quality of synthesized views.
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I. INTRODUCTION

The Multi-view Video plus Depth (MVD) video format
consists of two components: texture and depth map, where
a combination of these components enables a receiver to
generate arbitrary virtual views. The 3D extension of High
Efficiency Video Coding (3D-HEVC) [1] utilizes different
prediction techniques to improve the compression efficiency
for MVD data. We have previously devised an edge-based
compression scheme by diffusion for depth images [2], as
the depth image can be assumed to be piece-wise smooth
bounded by sharp edges. The question is if better compres-
sion of depth maps can also be achieved by implementing
diffusion modes block-wise in 3D-HEVC.

Three dimensional video representation using depth map
reduces the number of views being transmitted, but coding
of depth maps with the current techniques H.264/AVC [3]
or its multi-view coding (MVC) extension [4] will introduce
visible distortions in synthesized views. Therefore, they are
not recommended for depth coding [5]. Various schemes
have been developed to address problems of depth map
coding. In paper [6], a comparative study showed that Block
Truncation Coding (BTC) outperforms the Discrete Cosine
Transform (DCT) and the Karhunen-lòeve Transform KLT,
and the adaptive BTC was devised that adaptively selects
the block size for the BTC. Weighted mode filtering with
depth dynamic range reduction [7] and Edge-weighted Op-
timization Concept (EWOC) with adaptive filtering [8] have

been proposed for depth compression. Model based intra
coding approach using a depth lookup table and encoding the
residuals in pixel domain in 3D-HEVC was devised in paper
[9]. The edge-based depth image coding schemes [2][10]
utilize diffusion to interpolate the smooth areas bounded by
depth edges. There are still many other algorithms for depth
map coding, but in this research work we focus on improving
our previously proposed edge-based diffusion scheme [2].

The edge-based depth image compression scheme can pre-
serve the transitions on the depth better than traditional video
and image encoders [2]. However, such a scheme implies
a very expensive encoding of edge contour information in
terms of bit rate.

To solve this issue, edges can be extracted from the co-
located texture image. Inter-component prediction for depth
map coding has recently been implemented in 3D-HEVC
[11]. It may employ an inter-component predicted wedgelet
partitioning or a predicted contour partitioning for intra
coding, the former separates a depth block into two parts
by a straight line, the latter divides the block into parts of
arbitrary shapes. Intensities of each part are then represented
by constant values. The wedgelet partition for a depth block
is found by searching for the best wedgelet pattern in the
co-located texture luminance block. The contour partition is
also detected from the texture luminance. This partition is
selected depending on the pixel values in relation to their
mean within the texture block, whereby the partition may
be of arbitrary shape. The two depth values given to the
different parts of the depth block are predicted from the
partially reconstructed depth. Fig. 1 shows a depth block,
where P1 and P2 are decoded values in the adjacent blocks.
The edges in the current block are detected from the co-
located texture luminance by thresholding, and the parts A
and B are predicted by the mean of P1 and P2, respectively.

Another issue with our previously proposed edge-based
scheme is the lack of rate distortion control for optimizing
the compression ratio. Therefore, one of the solutions for
this is to implement the diffusion process in a block-wise
manner in HEVC.

A block-based diffusion method based on Laplace equa-
tion for H.264 was proposed in [12]. It detects an edge
map from the depth map and encodes these edges by the
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Figure 1. A depth block for inter-component prediction: the edge between
part A and B are detected from the co-located texture block, and parts of
the adjacent reconstructed blocks available for prediction are showed in
dark and light grey.

bi-level image compression tool JBIG. The method uses
these edges as constraints with the Laplace diffusion when
reconstructing the depth map on blocks of a fixed size.

In this work, we propose two new modes based on block-
wise Laplace diffusion. We replace two inter-component
prediction modes in the 3D-HEVC by the proposed modes
in order to save bits used for signaling. The novelties of this
work are: (1) block-based diffusion modes are introduced
into HEVC using inter-component prediction framework; (2)
the block size is allowed to be further split in the same way
as the original inter-component prediction modes; (3) the
diffusion is conducted in two-step if isolated parts still exist
in the block.

The overall aim of the work is to improve compression
ratio for depth maps with a sustained 3D video quality. The
work is limited to reusing the inter-component prediction
framework, and the goals is to investigate the rate-distortion
ratio for the new proposed diffusion modes, where quality
is measured on synthesized views.

The sequel of the paper is organized as follows. We illus-
trate the proposed modes in Section 2, and test arrangements
and evaluation criteria in Section 3. Section 4 presents the
results and analysis, and Section 5 concludes the work.

II. PROPOSED METHOD

Fig. 2 illustrates all eight Depth Modeling Modes (DMM)
in the 3D-HEVC software [13]. They are derived from the
3D-HEVC test model [1]. Among them, the modes (1),
(2), (7) and (8) employ wedgelet partitions detected by a
search on the depth block or predicted from the previously
coded blocks, i.e., they are non-inter-component prediction
modes. The inter-component prediction modes (3), (4), (5)
and (6) derive, on the other hand, the partition information
from the co-located texture block. Mode (2), (4), (6) and (8)
employ so called delta constant partition value coding, i.e.,
they encode the difference between the mean of the original
signal and the predicted constant value, which is the mean
of the available adjacent prediction signal.

The original mode (5) in Fig. 2 is denoted as DMM-TEX-
CONTOUR in the context of this paper. In this mode, the
partition is detected from the co-located texture luminance
by thresholding. As mentioned, the partition can also be
detected by searching for the best Wedgetlet pattern in

Figure 2. Depth modeling modes. (1) and (2) Explicit wedgelet signaling.
(3) and (4) Inter-component predicted wedgelet partitioning. (5) and (6)
Inter-component predicted contour partitioning. (7) and (8) Intra-predicted
wedgelet partitioning.

Figure 3. Proposed diffusion mode for DMM-TEX-WEDGE.

Figure 4. Proposed diffusion mode for DMM-TEX-CONTOUR.

the co-located texture block, i.e., in mode (3). This inter-
component predicted wedgelet partition may avoid a possi-
ble inconsistency of the contour detection from the texture
[11]. We also denote the original mode (3) in Fig. 2 as
DMM-TEX-WEDGE.

The DMM-TEX-WEDGE and DMM-TEX-CONTOUR
were replaced by the proposed diffusion modes for intra
prediction. We replaced the existing modes instead of adding
new modes in the inter-component prediction framework
because no additional bits had been required for signaling
the proposed modes. The original partitioning methods were
kept and the obtained edges are used as constraints in the
Laplace diffusion.

The proposed modes, illustrated in Fig. 3 and 4, thus
include two processes: Edge detection and Diffusion with
edge constraints, which are defined as follows:

Edge detection: The modes kept the original partitioning
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methods using texture luminance for the edge detection.
They require no extra bits for encoding the depth edges,
whereas explicit coding of depth edges require substantial
amount of coding bits. The methods for obtaining the edges
are different for the contour and the wedgelet partitioning.

Edge detection-Wedgelet partition: The wedgetlet parti-
tioning is carried out by an efficient wedgelet search on the
co-located texture block for the least distortion. Edge is the
straight line that separates two parts.

Edge detection-Contour partition: The contour partition
for the depth block is made by a thresholding process, in
which parts from the partitioning are obtained based on if
the value in the co-located texture block is above or below
the mean value of this texture block. Edges are located at
the transitions between the parts.

Diffusion with edge constrains: The new diffusion modes
for intra prediction are also showed in Fig. 1. The parts A
and B are diffused from P1 and P2 respectively.

Laplace equation

∂2f

∂x2
+

∂2f

∂y2
= 0, (1)

is employed for the diffusion. The unknowns of the equa-
tions are solved by a method described in [12]. The method
refines the diffusion iteratively as:

f (n+1)(x, y) =
1

N(x, y))

∑
(i,j)εu4(x,y)

C(i, j))fn(i, j),

n = 1, 2, 3...M) (2)

C(x, y) =

{
1, if f(x, y) is available)
0, else,

(3)

N(x, y) =
∑

(i,j)εu4(x,y)

C(i, j)). (4)

The equations describe that the diffusion for a depth map
block f (n) is refined iteratively with the number of iteration
(n). u4(x, y) represents the four neighbors (up, right, down
and left) around the current refined pixel with position
(x, y) in the block. C(i, j) denotes the availability of these
neighbors (e.g., the pixels taken into calculation are available
and belong to the same part), and N(x, y) sums up the
number of the available neighbors. The iteration stops with
a convergence condition in Equation 5a. In addition to this
condition, we also impose a time constrain for the diffusion,
which is to limit the number of iterations M . Therefore, the
diffusion process stops when either of the conditions a or b
is satisfied: {

a. |f (n+1) − f (n)| < 0.05
b. n >= M.

(5)

A. Two-step diffusion

The contour partition may appear much more complex
than the one showed in Fig. 1. The parts can be arbitrary
shapes and even be isolated within a block. An example
is depicted in Fig. 5. Our approach to fill these isolated
parts is by using a two-step diffusion. In the first step, parts
that are connected with the available prediction pixels are
diffused, which is illustrated in Fig. 5(d). In the second step,
the diffusion is carried out without the edge constraint for
only those isolated parts. Fig. 5(e) shows the final diffused
block. As to the maximum iterations for the diffusion in
Equation 5, we set M = 20 for the diffusion step 1 and
M = 10 for the step 2.

(a) (b)

(c) (d) (e)

Figure 5. Two-step diffusion: (a) Original depth block, (b) co-located texture
block, (c) detected edges on the texture, (d) diffusion after the first step,
and (e) diffusion after the second step.

Such a diffusion process might produce erroneous depth
values for the isolated parts, but these edges detected from
the co-located textures might also not exist in the depth
block. The HEVC rate-distortion process decides if the
proposed modes are chosen.

III. TEST ARRANGEMENTS AND EVALUATION CRITERIA

The test arrangements and evaluation criteria are described
as follows:

A. Implementation and Test setup

The proposed modes have been implemented in 3DV
HEVC Test Model (3DV-HTM) software version 4.1 [13].
The evaluation partially followed the Call for Proposals on
3D Video Coding Technology [14]. However, we evaluated
only the intra-frame coding to better understand the effec-
tiveness of the proposed intra diffusion modes. Therefore,
the bit rate anchors were not followed. We chose two-view
configurations and four test sequences with fixed Quantiza-
tion Parameter (QP) pairs for texture and depth. The MPEG
test sequences [14]: Poznan Street [15], Poznan Hall [15],
Undo Dancer, and Newspaper were selected. The first 50
frames from these sequences were evaluated.

We used Poznan Street view 3, Poznan Hall view 6, Undo
Dancer view 2 and Newspaper view 4 for the evaluation
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of depth. Virtual views were rendered at camera position
3.5 for Poznan Street, camera position 6.5 for Poznan Hall,
position 3 for Undo dancer and position 5 for Newspaper for
the assessment of synthesized views. The virtual views were
synthesized from the decoded texture and the decoded depth,
and compared to the virtual views synthesized from the
original texture and the original depth. VSRS [16] version
3.5 was employed for the view synthesis.

The View Synthesized Optimization (VSO) [17] was
turned off, i.e., in the HEVC rate-distortion optimization, the
distortion is measured on the depth map instead of on the
synthesized view when encoding of depth map. The QPs in
(texture, depth) format were (20, 30), (25, 34), (30, 38) and
(35, 42). These QPs were selected because the bit rate for the
depth should be significantly lower than for the texture for
an optimized bit rate allocation between texture and depth
[17]. The results using the alternated 3D-HEVC with the
proposed modes were compared to results using the original
3D-HEVC in the same testing conditions.

B. Evaluation criteria

The results were calculated using the BD-PSNR model
[18]. In this model, a curve is fitted through the PSNR
values of four bit-rate points. The difference between the
integrals divided by their respective integration intervals is
the average difference for two curves. In the evaluation, the
bit rate change for depth was computed over the bit rates
for the depth map versus PSNR of the decoded depth map,
whereas the bit rate change for the synthesized views was
calculated over the bit rates for the depth map versus PSNR
of the synthesized view.

The complexity of the modes is presented as a ratio of
total coding time between the proposed scheme and the 3D-
HEVC.

IV. RESULTS AND ANALYSIS

The results are illustrated in Table I. The bit rate saving is
around 0.64 percent for Poznan Hall, 0.47 for Poznan Street
and 0.28 for Newspaper when only the depth quality is con-
sidered. When the evaluation of PSNR is on the synthesized
views, around 0.49 percent bit rate savings were achieved
for Poznan Hall and 0.31 percent for newspaper. Better bit
rate savings were obtained for the synthetic sequence Undo
Dancer, where 1.54 percent for the depth and 1.25 percent
for the synthesized views were achieved. The results further
show that there is no improvement for the Poznan Street
sequence when considering the synthesized views.

Table II summarizes the complexity of the proposed
modes. The complexity increases in average by 6.2 percent
for encoding and 3.4 percent for decoding. An exception
is for Undo Dancer sequence, where the decoding time is
4.2 percent less than for the 3D-HEVC. This implies that, in
some cases, the proposed diffusion modes are more efficient

TABLE I. BD-PSNR FOR THE TESTED SEQUENCES (THE BIT RATE
CHANGE IN PERCENTAGE OF THE TOTAL DEPTH BIT RATE)

Sequence BD-rate(depth) BD-rate(virtual view)
(%) (%)

Undo Dancer -1.536 -1.247
Newspaper -0.282 -0.312
Poznan Street -0.465 0.026
Poznan Hall -0.642 -0.488
Average -0.731 -0.505

TABLE II. CODING COMPLEXITY (TIME RATIO BETWEEN PROPOSED
AND REFERENCE SCHEMES)

Sequence Encoding Decoding
Undo Dancer 1.041 0.958
Newspaper 1.055 1.096
Poznan Street 1.049 1.055
Poznan Hall 1.102 1.026
Average 1.062 1.034

Figure 6. A depth image from the first frame of Newspaper: the blocks
marked with red and yellow use the proposed modes that replaced the
DMM-TEX-WEDGE and DMM-TEX-CONTOUR respectively.

in decoding than some of the other intra modes in the 3D-
HEVC.

An example of block fragmentations and modes assign-
ments are plotted in Fig. 6. Our proposed modes are marked
with red and yellow color, which represent the two proposed
modes that replaced DMM-TEX-WEDGE and DMM-TEX-
CONTOUR, respectively. The total area covered by the
proposed modes is 2.33 percent of the entire image among
all intra prediction modes in Fig. 6.

The test results illustrate that better compression of depth
maps can be achieved with the proposed modes in 3D-
HEVC, and that the decoding complexity increases by less
than 4 percent. The proposed modes target only inter-
component prediction framework, and they cover a very
small percentage of the entire depth map. Thus the effec-
tiveness seems less significant. By replacing further intra-
modes by diffusion modes, it is likely that further depth
compression may be achieved.

The experimental results also demonstrate that the im-
provement for the quality of decoded depth is consistent.
This implies that the Laplace diffusion process can better
approximate the original depth signals than the constant
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partition value coding in 3D-HEVC under the given testing
conditions. The fast advancement in hardware processing
power will likely make high computational complexity less
of a problem in the future.

This work aimed at improving depth compression (re-
ducing bandwidth consumption) for a better quality of
synthesized views in 3D-HEVC, which is the state of the art
in coding of 3D video contents. With the proposed diffusion
modes, the proposed scheme outperforms the original 3D-
HEVC. As coding of 3D video contents has been attracting
many research attentions, we also aim at comparing our
scheme with other novel methods and improving the pro-
posed scheme further in the future research.

V. CONCLUSION

We have implemented two modes using diffusion in 3D-
HEVC for coding of depth map and replaced two inter-
component prediction modes by the proposed modes. They
utilize edges from the associated texture and diffuse depth
values in the block by using Laplace equation with texture
edge constraints.

The experimental results illustrate that the proposed
modes can improve the compression efficiency for depth
map coding, and that the complexity increases by 3.4 percent
in average for the decoding. When considering the quality
of synthesized views, the bit rate saving can reach around
1.25 percentage of the total depth bit rate for the tested
MVD sequences. The bit rate saving is efficient, considering
that the proposed modes have been implemented in the
inter-component prediction framework only and cover a
very small percentage of the depth image among all intra
prediction modes.

Future works consist of better edge detection schemes to
reduce the partitioning errors for diffusion, investigating the
possibility of introducing diffusion into further intra modes,
optimizing the proposed modes with View Synthesized
Optimization (VSO) enable and subjective quality oriented
encoding by using the diffusion modes for a better view
synthesis.
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