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Abstract—This paper describes a novel database of video 

images containing artificial (superimposed) Urdu text with a 

semi-automatic text line labeling scheme. The main objective of 

this study is to provide the community with a standard dataset 

together with an auto-labeling scheme for algorithmic 

development and evaluation of textual content based indexing 

and retrieval systems. We have specifically focused on Urdu 

text which is increasingly gaining research interest in recent 

years. The data set comprises 1000 video images collected from 

19 different channels of 5 different categories. An attempt is 

made to capture the maximum possible variation in the text in 

terms of size, location, appearance and background. The data 

set is completely labeled by finding the bounding rectangle of 

each text occurrence facilitating the evaluation of text detection 

and localization systems. Based on our previous work on text 

localization, an automatic text labeling scheme is also proposed 

and the obtained results are compared with manual labeling. 

Ground truth data, supporting tasks like text recognition and 

word spotting will be considered in the next version of the data 

set.  
 

Keywords-Data Set; Artificial Urdu Text; Text Detection; 

Text Localization. 

I.  INTRODUCTION  

The availability of data sets is one of the fundamental 
requirements for development and evaluation in any research 
domain. Over the recent years, standard databases are 
becoming increasingly popular in all the scientific research 
fields. The availability of such data sets not only saves 
researchers the task of compiling and labeling the database 
but also provides the possibility of objectively comparing 
different systems on the same data set. This is further 
complemented by organization of evaluation campaigns [16, 
22] allowing comparison of different techniques under the 
same experimental conditions as well. Like other research 
areas, the document analysis and recognition community has 
also developed a number of standard databases addressing 
different problem areas. The most popular of these are the 
databases for handwriting recognition like CEDAR [12], 
NIST [13], CENPARMI [14], IAM [11] and RIMES [16] for 
offline while IAM-OnDB [18, 19], UNIPEN [23] and 
IRONOFF [24] for online recognition. In addition to 
character and word recognition, some of these data sets have 
also been used in evaluating tasks like document layout 

analysis, document segmentation and writer 
identification/verification.  

Another significant research area in the document 
recognition paradigm is the detection, localization and 
recognition of artificial and scene text appearing in video 
images. Scene text recognition finds its applications in 
autonomous navigation and assistance; ICDAR [1] and 
KAIST [21] being the two widely used data sets in this 
domain. Artificial text on the other hand is more useful for 
applications like semantic indexing and retrieval of video 
archives. An important component of such keyword based 
retrieval systems is the detection and localization of textual 
regions [10]. It has attracted a number of researchers over the 
last decade [1- 4] and is in fact the subject of our study as 
well. More specifically, we focus on the artificial Urdu 
textual content in video images which is relatively a young 
and unexplored research area as opposed to text in other 
languages. 

Urdu, the national language of Pakistan and a major 
language of India, has speakers allover the world. Analysis 
of Urdu documents and recognition/processing of Urdu text 
is attracting research interest in the recent years [5, 6, 15, 17, 
20]. As the research in these areas matures, the need to 
evaluate the proposed techniques on standard data sets will 
naturally arise. Contributions have already been made 
towards the development of handwritten Urdu text data sets 
[7, 8, 9]. However, despite more than 65 Urdu news, 
entertainment, sports and religious channels around the 
world, no attempt has yet been made on the development of 
an artificial Urdu text data set to the best of authors’ 
knowledge. 

In this paper, we present the first version of a collection 
of video images containing artificial Urdu text. The database 
is mainly targeted towards the evaluation of artificial text 
detection and localization systems but may also be extended 
for Urdu word recognition and word spotting systems. The 
database comprises a total of 1000 video images captured 
from 19 different Urdu channels. The ground truth text 
regions in each image are manually extracted allowing 
quantitative evaluation of any text localization system. A 
semi-automatic text labeling is also proposed and compared 
with manual labeling. The main contributions of this work 
are: 

• A completely labeled artificial Urdu text data set. 

• A semi-automatic text labeling scheme. 
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The rest of the paper is organized as follows. In the next 
section, we discuss data acquisition followed by some 
characteristics and statistics of the collected data. We then 
present the manual ground truth labeling followed by the 
proposed automatic labeling methodology. The results of 
automatic labeling are then compared with manual labeling. 
Finally, we give the concluding remarks and discuss some 
possible future enhancements to the present database. 

II. DATA  ACQUISITION 

Videos from 19 different Urdu channels were captured 
using Pinnacle Studio Movie board. All videos were 
recorded at a resolution of 720x576 and stored in ‘avi’ 
format. In an attempt to have natural and unconstrained 
content, multiple videos from the same channel were 
recorded at different times on a given day. Individual images 
from videos were then extracted in such a way that there is 
no repetition of textual content in different images and the 
maximum variation of text positions, sizes, colors and 
backgrounds is captured. All images are stored in 'png’ 
format. 

The major part of textual content in each image is in 
Urdu. In some cases however, the images also contain some 
occurrences of text in other languages (for example, English, 
Pashto, etc.). These occurrences are inevitable in some of the 
Urdu channels we have considered. All such occurrences 
were separately identified and recorded as well. 

In the next section, we discuss in detail the different 
aspects of the data set as well some useful statistics.  

III. CHARACTERISTICS AND STATISTICS 

The data set comprises a total of 1000 video images 
extracted from 19 different channels which are grouped into 
5 different categories. These categories are chosen to be 
news, entertainment, sports, business and religious channels. 
The number of images in each of the categories is 
summarized in Figure 1. Naturally, the number of news 
channels and consequently, the number of images in this 
category is more than any other category due to a large 
number of Urdu news channels operating around the world. 
These images are also rich in textual content due the 
presence of a continuous ticker text. A more detailed 
distribution of words in images can be found in Figure 2. 

 

Figure 1.  Distribution of  images in categories 

There are a total of 23833 Urdu words in the collected 
images. As already discussed, some of the images contain 
occurrences of English text as well, which make up a total of 
5324 English words. A small number (120) of Pashto words 

also exist in the collected images. In addition to words, the 
images contain 3339 numerals as well. Table 1 gives an idea 
of the number of words per image in the data set and some 
other detailed statistics of the database. On the average, each 
image contains about 25 Urdu words, 4 words in another 
language and 4 numerals.  
 

 

Figure 2.  Distribution of words in images. 

IV. NAMING &  MANUAL LABELING 

Once the images are collected, each category as well as 
each channel is assigned a three digit code. Each image is 
also given a three digit identification number. These codes 
are then used to name the images using the convention:  

CategoryCode_ChannelCode_ImageID 

Some of the images along with example names are 
illustrated in Figure 3. 

 
(a) 002_003_004   

 
(b)004_016_010 

 

Figure 3.  Example images containing artificial Urdu text 

For quantitative evaluation of any system using these 
images, the ground truth data must be labeled. This, 
naturally, is time consuming, expensive and error prone task 
[1]. In the first version of the database, we have targeted text 
localization systems which require the coordinates of all text 
regions as ground truth data. Labeling of text regions in 
images is carried out manually using simple software (Figure 
4) that allows opening an image and drawing rectangles over 
the textual content. The x and y-coordinates and width, 
height of each rectangle are stored in a data file. We have 
also proposed an automatic labeling scheme the results of 
which are compared with manual labeling as will be 
discussed in the subsequent sections. 
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Figure 4.  The user interface of the ground truth labeling software 

An important factor in labeling is when to start a new 
rectangle. This will consequently affect the evaluation 
performance of tested systems depending upon the metric 
used. We investigated the ICDAR labeling methodology [1] 
but it cannot be replicated for Urdu text due to different 
characteristics of the script, for example, non uniform 
alignment within the same line of text (Figure 5). We 
therefore devised a labeling methodology that is based on the 
following heuristics: 

• A single  rectangle is drawn over a line of text that 
belongs to the same semantic unit (for example a 
sentence), when the words in the line are 
horizontally algined, are of the same size and, do not 
have a significant inter-word distance (Figure 5a). 

• If different blocks of text in the same line have non-
uniform size/alignment, they are split into different 
rectangles so that minimum background becomes 
part of the rectangles (Figure 5b  and Figure 5c). 

• In case of overlapping words, separate (overlapping) 
rectangles are drawn for each of the words (Figure 
5d). 

Naturally, these heuristics are subjective and the 
definitions of terms like ‘alignment’ and ‘size difference’ 
may vary from one individual to another. This however is an 
inherent limitation with such manual labeling. A solution 
could be to shift from block level to pixel level where each 
individual pixel is identified as being text or non-text. This, 

however, is an extremely time consuming job and is not 
considered in the present version of the database. 

 

Figure 5.  Sample labeled images showing the labeling methodology 

The ground truth data for each image is stored in the 
accompanying data file. The data for the entire set of images 
is also stored in a single file. A part of the the ground truth 
data file is illustrated in Figure 6. Each line in the data file 
contains the image name, the language of textual content and 
the coordinates of the bounding rectangle. The complete data 
set along with ground truth data is publically available for 
download [35]. 

 

 

Figure 6.  A snapshot of ground truth data file. 

TABLE I SOME STATISCTICS OF THE DATABASE 

Category 
Number of 

Images 

Average   Urdu 

words/ image 

Second 

language(s) 

Average 

second   

language 

words/ image 

Average 

numeral(s) 

/image 

Total Urdu 

words 

Total second 

language  

words 

Total 

numerals 

News 469 17 
Pashto 

5 2 7860 
120 

1000 
English 2430 

Sports 180 30 English 6 3.5 5450 1070 615 

Entertainment 181 26 English 5 3.5 4650 960 635 

Business 100 31 English 5 6 3076 532 632 

Religion 70 40 English 3 6.5 2797 212 457 

Overall 1000 23.8 - 5.3 3.3 23833 5324 3339 

 

(a) (b) 

(c) (d) 
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V. AUTOMATIC TEXT LABELING  

In this section we present the proposed text localization 
scheme for automatic labeling of text regions in the database. 
Naturally, such automated techniques do have inherent 
problems with the accuracy and precision of the labeled 
regions and human assistance is required to correct these 
labeling errors. In our case, the automatically labeled regions 
are also compared with the manually labeled regions as will 
be discussed shortly. 

The labeling scheme is primarily based on a series of 
image processing operations. The complete flow of the 
proposed scheme is shown in Figure 7. It is to be noted that 
the labeling algorithm operates on a single image and does 
not use any temporal features (e.g., redundancy of textual 
content in the video). This allows localization of textual 
occurrences on individual frames as well where the complete 
video is not available. 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  A general flow of text line labeling scheme. 

 

In comparison to English, Urdu lexicon detection is much 
more challenging with main difficulties being the different 
shapes of alphabets depending upon their position within the 
words, the high frequency of diacritics, non-uniform inter 
and intra word distances and the occurrence of strokes in all 
directions. These factors make the detection of Urdu text 
more difficult as many non-text regions may also posses 
these text-like characteristics.  

Our automatic labeling methodology is inspired from [2] 
with modifications for Urdu text and is mainly based on our 
previous work on text localization the details of which can be 
found in [31]. Similar methods have been used for detection 
of Farsi and Arabic texts [32-34] as well, which are quite 
similar in nature to Urdu text. 

For localization of textual Urdu content in an image, as a 
first step, the image is converted to gray scale so that further 
processing is independent of the color information of image. 
Then, we conditionally resize the image using bi-cubic 
interpolation to an experimentally known size of 720x576. 
This gives a smooth estimate of the gray level at any desired 
point in the image [25]. Since the text is supposed to be 
readable on the screen, there is a high contrast between the 
textual content and its background which can be exploited to 
extract the boundaries of the text regions. We evaluated a 
number of standard edge detection filters, and finally, chose 
the Sobel filter for boundary detection as it preserves most of 
the edges and gives a strong boundary lining for isolated 
words.  

In order to separate the text boundaries from the 
background, we next binarize the gradient image. This is one 
of the most critical steps as the subsequent steps are very 
sensitive to the binarization threshold. We experimenetd with 
a number of local [26, 27, 28] as well as global [29] 
thresholding algorithms and finally employed Otsu’s 
thresholding [29] to binarize the gradient image. 

As a result of binarization, most of the background is 
suppressed and the likely text boundries appear as connected 
components in the proximity of one another. These isolated 
components need to be merged together into words and 
ultimately text lines. This is implemented using the standard 
morphological operations of dilation and erosion. Dilation is 
carried out to merge all horizontally aligned components 
together which effectively is the merging of loosley 
connected characters into words. Dilation is followed by 
erosion which eliminates the falsely merged components. As 
a final step we employ the traditionally used geometrical 
constraints on the identified textual regions to eliminate the 
ones that do not satisfy the geometrical properties of text. 
These constraints are based on the aspect ratio and minimum 
height and width of the detected rectangles giving a set of 
rectangles which are likely to contain textual content.  

Since the labeling is done at line level, the text lines are 
extracted from the identified textual regions using the well-
known horizontal projection profiles [30].  Naturally the 
localized text lines are not always accurate/precise and need 
human intervention for validation.  

The auto-labeled image is presented to the user with 
rectangles on potential text regions and the possibility the 
resize, move, add or delete the text rectangles. Once 
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validated, the coordinates of each text rectangle in the image 
are saved to a file. This semi-automatic labeling greatly 
reduces the effort involved as compared to a total manual 
labeling. The results of the proposed labeling are also very 
promising as discussed later in the paper. The detected 
textual regions can also be used for content based image 
retrieval (CBIR) applications [2]. The steps involved in 
labeling are illustrated on an example image in Figure 8. 
These steps are similar to those as in [2, 31] with adjustment 
of parameters for Urdu text. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   

(g) (h) (i) 

 

Figure 8.  Various steps of  proposed labeling scheme. (a) Original 

image.(b) Grayscale image  (c) Sobel filter  (d) Binarized gradients (e) 

Morphological processing (f) Geometrical constraints (g) Detected text 

lines (h) Manual validation/correction (i) Ground truth data saved to file. 

VI. EVALUATION METRICS 

The performance of a text localization system is 
traditionally quantified using the precision and recall. The 
problem however is that the text rectangles detected by a 
given system will not have a 1-1 correspondence with the 
text rectangles in the ground truth data. In addition, the size 
of these rectangles will also vary. To handle these issues, 
area based definitions of precision and recall are generally 
used. If G represents the ground truth text area in an image 
and D the detected area, we have: 
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More sophisticated metrics have also been proposed in 
the literature. For example, the ICDAR scene text database 
[1] defines a metric that searches for the true match of a 
detected rectangle in the set of ground truth rectangles. Wolf 
and Jolion [20] improved the ICDAR measure by 

introducing a novel performance measure that takes into 
account one-to-one, one-to-many (splits) and many-to-one 
(merges) scenarios as well.  

All these metrics are equally applicable in case of Urdu 
text as well. Since the only information required in these 
metrics is the coordinates of the bounding rectangles, they 
can be easily calculated on the developed data set. 

VII. EXPERIMENTAL RESULTS 

To evaluate the effectiveness of the proposed automatic 
labeling, we compared the results of auto-labeling (without 
human intervention) with manual labeling. On the data set of 
1000 images, we achieved an overall precision of 71% and 
recall of 80% as summarized in Table II. We also studied 
how the performance of the localizer varies with the size of 
the image. These results are presented in Figure 9 and 
indicate that the performance is not very sensitive to the 
resolution of the image. The errors in terms of false 
positives, false negatives and misplaced rectangles can then 
be corrected by human intervention which naturally is much 
efficient as opposed to a complete manual labeling. Some 
results of the labeling scheme on a variety of backgrounds 
are presented in Figure 10.  

TABLE II  PERFORMANCE OF THE PROPOSED METHOD 

Data Set Precision Recall F-measure 

1000 Images 0.71 0.80 0.75 

 

 

 
Figure 9.  Performance of the proposed method on different image 

resolutions 

VIII. CONCLUSION AND PERSPECTIVES 

In this paper, we presented the first version of a novel 
data set for Urdu artificial text along with a semi-auto text 
labeling scheme. This first version of the database is 
specifically targeted towards the evaluation of Urdu text 
localization systems. The ground truth data for each textual 
occurrence is saved to a file and can easily be used for 
evaluating such systems using any of the standard metrics. 
The present ground truth data is based on manual labeling 
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but we intend to use the proposed labeling scheme with 
human assistance to generate the ground truth data in the 
next version of the dataset. 

We also plan to include the actual transcription of text in 
the next version, which will also allow the evaluation of 
Urdu text recognition and word spotting systems. The size of 
the data is also likely to double in the next version with 
additional channels in each of the categories. A similar 
dataset with text in languages based on the Latin alphabet is 
also under development finally leading to a huge collection 
of video images with unconstrained multilingual text. The 
authors expect that these data sets will prove to be useful for 
the document recognition community. 

 

 
(a) (b) (c) 

(d) (e) (f) 

 
(g) (h) (i) 

Figure 10.  Auto-text labeling results (without manual validation) on a 

variety of images present in the database. 
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