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Abstract - Today's healthcare industry agrees that early 

diagnosis is just as important as the treatment of diseases. 

Academic and commercial studies carried out in this direction 

within the scope of early diagnosis contribute to a better 

quality of human life. Thanks to devices that offer early 

diagnosis, treatments can be started when the diseases are at 

their initial levels, and thus treatment costs can be reduced. 

However, most of these devices work with harmful rays and 

are generally used in hospital environments only by specialized 

staff. In this study, a low-cost early diagnosis system for home 

use, developed as part of a doctoral thesis, is introduced. The 

most important aspect of the proposed system that supports 

the convenience of home use is that it provides a harmless 

imaging with near-infrared light for the body. The system can 

detect both Class-1 (spider/telangiectasias vein) and Class-2 

(varicose vein) types of the clinical classification of Chronic 

Venous Disorder, with 4 different classes (in the form of two 

separate levels as beginner and advanced). In the system, 

which will monitor the development of the disorders in the 

superficial veins, the confidence values and positions of the 

detections in the images were determined by the You Only 

Look Once version-3 object detection algorithm used in deep 

learning applications. Confidence values of 0.90 and above 

were achieved in the object detection experiments performed 

with Class-1 and Class-2 type artificial patterns. According to 

the test results obtained, the system was able to detect Chronic 

Venous Disorder patterns with the values of Accuracy Rate (1), 

Misclassification Rate (0), Precision (1), Prevalence (0.5) and 

F-Score (1). The confidence values and positions of the patterns 

detected in the study are presented to the user/physician with 

the help of indirect augmented reality visuals as an e-health 

application that will support a long-term monitoring system. In 

this way, the beginner and the advanced levels of venous 

disorder can be monitored by before and after video visuals. 

Keywords - near-infrared light; chronic venous disorder; 

deep learning; YOLOv3; indirect augmented reality. 

I. INTRODUCTION 

Especially in the 21st century, in the academic and 
commercial sector, advances in health technologies have 
increased at an unstoppable pace. While some of these 
advances target treatments after the disease occurs, others 
aim at early diagnosis by making use of various imaging 

techniques that are harmful/harmless to the body. This study 
is an extended version of the study [1] investigating the 
detection of varicose vein development. In this version, the 
current system designed for vascular degeneration 
monitoring within the scope of the doctoral thesis [2] has 
been restructured in such a way that it can detect 2 different 
types (spider_vein and varicose_vein) of vein enlargement at 
2 levels (beginner and advanced) in more detail. The current 
system [2] consists of 6-phases. In the Imaging Technique 
Phase, video recordings of superficial veins are obtained 
using a low-cost (65 dollars) near-infrared camera. With the 
Digital Image Pre-Processing Phase, these recordings are 
converted into images and enhancements are made on the 
raw images. These first two phases are detailed in the study 
[3]. In the enhanced images, the discontinuous vascular 
structures caused by illumination are removed to a certain 
level in the Digital Image Post-Processing Phase. In the 
Classification Phase, the classes of vascular degeneration are 
determined by using Convolutional Neural Networks and 
Hybrid Decision-Making Algorithm (first introduced in the 
study [4]), and the positions of these degenerations are 
determined in the Object Detection Phase. In the last phase, 
the Augmented Reality Phase, the object detection results 
obtained are superimposed on the raw images, and the video 
visuals are created and presented to the user and his/her 
physician. All phases of this system are described in the 
study [4] specifically for vascular narrowing (stenosis_vein 
class). 

Medical imaging devices are one of the primary auxiliary 
methods used in hospitals to diagnose different diseases. The 
devices used in this context work on the basis of visualizing 
the area to be viewed with light or sound waves. Imaging 
with light is carried out by utilizing different wavelengths in 
the electromagnetic spectrum. Medical imaging devices 
currently in use are classified according to “the body tissue 
they can monitor” and “the effects of the light used to 
illuminate the area of interest on the body”. While the X-Ray 
device, which emits harmful rays (ionizing radiation) to the 
body, is predominantly used in the imaging of bone tissue 
and abdominal diseases, Computed Tomography is used for 
imaging both bone tissue and internal organs [5]-[7]. In 
addition, Magnetic Resonance Imaging provides imaging of 
tissues with magnetic waves, whereas Ultrasound uses high-
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frequency sound waves for imaging [5][6]. Computed 
Tomography or Magnetic Resonance Imaging techniques 
can be used for vascular imaging [6]. However, both the 
negative effects of these devices on human health and their 
high costs limit their use to hospital environments only. 
Furthermore, even if the ultrasound device, which provides 
visualization of blood flow [5][6], is harmless to the body, it 
has a high cost and is generally used and interpreted by 
radiologists in hospitals. 

Although technology advances at a dizzying pace, many 
lives are still lost due to late detection of diseases that can be 
easily cured if detected earlier. Despite efforts to raise 
awareness of early diagnosis of all kinds of diseases, today’s 
people do not give up the habit of going to the doctor after 
the onset of the disease and often neglect routine checkups. 
In these omissions, the concern of triggering other diseases 
by imaging devices working with harmful rays to the body 
during controls has a large share. However, technological 
techniques currently under development offer the possibility 
of producing safe alternatives for the early detection of some 
diseases. Among them, we can include, the detection of 
varicose veins, which is one of the most common venous 
disorders and caused by the enlargement of veins close to the 
surface of the skin (i.e., superficial veins), can be counted. 
Near-infrared light, which is a type of light that is harmless 
to the body, is used in hospitals within the scope of 
superficial vein imaging, especially during vascular access 
procedures.  

The main advantage of near-infrared light in the scope of 
vein imaging is that photons of this type of light can be 
absorbed by Hemoglobin molecules in the veins [8]-[10]. 
The Hemoglobin (Hb) molecule is a blood protein [11] that 
is found in the vascular system and is in charge of carrying 
Oxygen to the tissues. While the molecule carries Oxygen to 
the tissues and organs by passing through the arteries in the 
form of oxygenated Hb (HbO2), it returns to the heart 
through the veins as de-oxygenated Hb (Hb) after leaving its 
Oxygen. These molecules transported in a recirculation 
system are more sensitive to near-infrared light in the range 
of 800-900 nanometers (nm) as HbO2 and in the range of 
700-800 nm as Hb [12]. One of the tricks in near-infrared 
imaging is to choose the wavelength of the near-infrared 
light that illuminates the tissue and the wavelength of the 
camera that will take the image in harmony. In this way, the 
veins in the tissue area illuminated with near-infrared light of 
a certain wavelength (in the studies carried out in [9]-[13], a 
wavelength of 850 nm was used, which usually gives 
optimum results) can be viewed in a better quality with a 
camera having the same wavelength filter. Superficial veins 
(thanks to the Hb molecules inside) absorb the near-infrared 
light (700-900 nm range of the electromagnetic spectrum) 
that penetrates 3-5 millimeters, passing through the skin and 
fat layer in the illuminated tissue area, and creates dark areas 
in the images. These dark areas in the images represent the 
veins, while the bright areas represent the surrounding 
tissues. In this way, the visualization of the superficial veins 
can be easily performed with only the light source and the 
camera (even an ordinary camera can be turned into a simple 
near-infrared camera by changing the filter on it). This 

imaging method is evaluated within the scope of 
Spectroscopy (acquiring knowledge of the structure of matter 
interacting with a particular type of light [14]). Although the 
dark areas in near-infrared spectroscopy images more or less 
allow the visualization of veins, they are not of sufficient 
quality for further analysis. For this, by applying digital 
image processing filters on the obtained near-infrared image, 
some improvements can be made on the image. The 6-phase 
system used in the study performs image enhancement 
processes in two separate phases. In the Digital Image Pre-
Processing Phase, two-coloured binary images consisting of 
black (vein) and white (surrounding tissues) are obtained 
from raw videos (video recordings are taken during tissue 
imaging) with image processing filters and methods. In this 
way, it is ensured that the edges of the veins are sharpened, 
only the relevant vein patterns are revealed by eliminating 
the surrounding tissues and the noise in the images is 
removed. In the veins of these images, the discontinuous 
structures caused by the illumination have been eliminated 
up to a certain level with the Digital Image Post-Processing 
Phase (Speeded Up Robust Features (SURF) Local Feature 
Detector Algorithm [15] is used). Processed near-infrared 
vascular images can be used for many different purposes 
from disease pre-diagnosis to biometric recognition 
[3][4][16][17]. For these purposes, deep learning techniques 
(such as classification or object detection/recognition) are 
applied on images. The Classification Phase of the 6-phase 
system makes it possible to determine to which class the 
observed tissue belongs. At this phase, video recordings of 
the first viewing period are used to introduce the classes to 
be used in the system. Within the scope of monitoring, the 
system checks the belongingness of the images obtained in 
the following periods (can be set as day, week, month) to one 
of the defined classes (as many as the number of different 
tissue regions the user views in the first period). If the classes 
of new images can be determined, the Object Detection 
Phase is used to detect vascular degenerations from these 
images. In this study, the vein enlargement patterns in the 
images are detected by the object detection algorithm, too. 

The system, which was prepared within the scope of the 
doctoral study (near-infrared images of the right and left 
forearms were used) and which enables the superficial veins 
(in the near-infrared images) to be visualized as an e-health 
application in the home environment, was re-trained in the 
study [1] to monitor the vein enlargement. In order to 
increase the low confidence values encountered in object 
detection in the study [1] and to perform a more sensitive 
detection, the system was re-trained with 4 different classes 
in this study. In addition, in the study [1], two artificial 
datasets (representing vein enlargements) created to be used 
in the training and testing processes of the You Only Look 
Once version-3 (YOLOv3) object detection algorithm were 
re-arranged. In this study, in addition to the processes 
described in the study [1], the Augmented Reality Phase, 
which is the 6th phase of the system, was also included in the 
study. In this way, it has been ensured that the detections and 
developments of vein enlargement can be visually presented 
to the user and his/her physician within the scope of Indirect 
Augmented Reality. 
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In Section II, both object detection studies within the 
scope of the YOLOv3 object detection algorithm and the 
virtual environment literature within the scope of Indirect 
Augmented Reality were examined. In Section III, Chronic 
Venous Disorder (CVD) types were introduced and the re-
trained YOLOv3 object detection algorithm was explained 
so that the system can detect vein enlargement in the Object 
Detection Phase. How the datasets were created, which 
classes were defined and the results obtained as a result of 
the experiments were also stated in this section. In Section 
IV, how video-based images are arranged for the Augmented 
Reality Phase is detailed. In the last section, the study is 
discussed in general terms. 

II. RELATED WORK  

Classification processes are used to determine the class to 
which an image belongs. Traditional Convolutional Neural 
Networks can detect the belongingness of the inputs in the 
form of images, audio or video to defined classes. However, 
these networks do not give the position information of the 
objects they detect in the image. For this, object detection 
algorithms (Single Shot Detector SSD [18], Fast/Faster 
Region-based Convolutional Neural Networks [19]-[21], 
You Only Look Once YOLO [22]) are used. The YOLO 
algorithm is frequently preferred in studies especially 
because it can perform real-time object detection faster. In 
this context, YOLO version-3 [23] is included in this study 
because it can detect small objects as well [24]. 

In the study [25], which provides recognition of human 
movements and classification with location detection, the 
YOLO algorithm was trained using a total of 10 classes, 
including actions such as conversation between two people, 
exiting/entering the room, and handshaking. Images were 
processed as video streams and action recognition was 
performed with a small number of images (even a single 
image was sufficient in some cases). 

In the study [26], which aims to provide real-time social 
distance detection in public areas within the scope of the 
Covid-19 pandemic, close proximity of more than 2 meters 
was detected by using the YOLOv3 object detection 
algorithm and marked with a red bounding box. 

In the study [27], which performed fire detection as a 
real-time video-based tracking application, the tiny-YOLOv3 
algorithm [28], a lighter version of the YOLOv3 object 
detection algorithm, was used. Experimental results obtained 
using 5000 training images and 5000 test images in the study 
confirmed the effectiveness of the proposed system. 

In the study [29] investigating water consumption 
monitoring, the consumption indicator on the water meter 
counter images were determined by using the YOLOv4 
algorithm [30], and the image was processed through the 
image processing stage and digit recognition was performed 
by converting it to black and white format. In addition, 
within the scope of the system developed in the study, a 
mobile application was made available. The study had an 
object detection accuracy of 98%. 

In the study [31], which aimed to detect suspicious breast 
lesions on digital mammography images, early diagnosis and 
classification was performed using the YOLO algorithm. In 

the study, 4 different classes were used as mass, 
calcification, architectural distortion and normal. 

In the study [32], in which the YOLO algorithm was used 
for the detection of Diapetic retinopathy, which manifests 
with fundus legions at its early level, fundus legions were 
defined in 4 different classes as microaneurysms, 
hemorrhages, hard exudates and soft exudates. 

In the study [33], which aims to detect Pediatric 
Pneumonia, Convolutional Neural Networks, which use X-
Ray images as input, were used and it was aimed to 
accelerate the diagnosis decision process in this way. It was 
stated that the classification accuracy of the study for 3 
different classes as normal, viral pneumonia, and bacterial 
pneumonia was 90.71%. 

In the study [34], which aims to detect chest abnormality 
with deep learning, it had been underlined that doctors could 
be provided with a faster decision-making opportunity in 
diagnosing. In the study, Computed Tomography scan image 
inputs, a dataset of 18000 images (15000 train / 3000 test) 
labelled by radiologists, 14 different classes (Atelectasis, 
Calcification, Cardiomegaly, Consolidation, ILD, 
Infiltration, Lung Opacity, Nodule/Mass, Other lesions, 
Pleural effusion, Pleural thickening, Pneumothorax, 
Pulmonary fibrosis, No finding observation) and the 
YOLOv5 algorithm [35] were used. 

In the system used in this study, Indirect Augmented 
Reality was used to present the CVD detection results 
obtained with the YOLOv3 object detection algorithm and 
their position in the image to the user/physician. Indirect 
Augmented Reality is a video-based virtual technology that 
has two separate modes, offline (creation of video visuals 
where virtual material is superimposed on real material) and 
online (displaying the superimposed video to the user in its 
real-world location). Studies in the literature on the concept 
are very limited. 

In the study [36], which introduced the concept of 
Indirect Augmented Reality to the literature, previously 
recorded panoramic video images were used in two separate 
case studies within the scope of location finding and it was 
emphasized that the concept was useful for outdoor use. 

In the study [37], in which it was stated that the 
alignment problems between virtual and real material could 
be solved with Indirect Augmented Reality, the participants 
gave positive feedback according to the results of the trials of 
virtual applications introducing Rome. 

In the study [38], which combines both traditional 
Augmented Reality and Indirect Augmented Reality within 
the scope of the Casa Batllo museum promotion application 
in Spain, it was underlined that Indirect Augmented Reality 
could also be used as an indoor application. The application 
was also covered under the mobile-based Augmented Reality 
title. The application automatically switches between 
traditional and Indirect Augmented Reality according to the 
user's location. According to the results obtained in the 
study, the application can easily reflect the life of the 
beginning of the 20th century to the user. 

In the study [39], that aims to eliminate temporal 
discrepancies (e.g., if online registration is performed at 
night while offline images are created with daytime images), 
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which are the negative aspects of Indirect Augmented 
Reality applications especially in outdoor use, samples taken 
from different environmental conditions at different times 
were added to the dataset. For online registration, a selection 
was made among the images in the dataset according to the 
histogram similarity. 

In the study [40], which presents the Omaha Beach 
landing in an Indirect Augmented Reality environment, an 
environment was prepared in such a way that panoramic 
video images containing war scenes and narrations would be 
activated when the user was within 200 meters of the 
relevant region. 

III. VEIN ENLARGEMENT DETECTION: DEEP LEARNING 

AND THE YOLOV3 OBJECT DETECTION ALGORITHM  

Near-infrared imaging system is basically examined in 
two parts as hardware and software. While the hardware part 
is about the wavelength of the light source, Light Emitting 
Diode (LED) placements and camera features, the software 
part covers the extraction of vein patterns by making the 
veins in the obtained near-infrared images more prominent 
via digital image processing techniques. In this way, 
superficial veins can be visualized. The hardware part and 
digital image processing steps of the doctoral study were 
introduced in [3]. Also, the presentation of narrowing 
detections in processed images (using the YOLOv3 object 
detection algorithm with a single-class as stenosis_vein) to 
patient and his/her physician as a video-based Indirect 
Augmented Reality environment was explained in [4]. The 
2-class vein enlargement patterns (spider_vein and 
varicose_vein) in the superficial vein images discussed in the 
study [1] were detailed as a total of 4 classes, with each 2 
class represented by 2 levels (beginner and advanced) in this 
study. 

When the superficial vein valves do not work properly, 
blood accumulations occur, and as a result, the veins expand, 
elongate, and form twisted folds, resulting in varicose veins 
[41][42]. Although varicose veins are most commonly 
observed in leg veins (which are under more pressure than 
other veins [41]), varicose veins can be encountered in any 
part of the body [43]. In general, however, the development 
of venous disorder in hand veins does not give results as 
dramatic as in leg veins. Chronic Venous Disorders (CVDs) 
affecting millions of people worldwide are caused by 
morphological and functional abnormalities of the venous 
system [44][45]. Risk factors such as heredity (family 
history, height), lifestyle (long term standing/sitting, 
occupation, smoking), gain (age, pregnancy, obesity, deep 
vein thrombosis) or hormones (female gender, progesterone) 
can lead to venous disorders, such as vein enlargement 
[46][47]. CVD clinical types are defined by the CEAP 
(Clinical, Etiological, Anatomical and Pathophysiological 
[44]) classification system (letter C represents “Class”): C0 
(no visible signs of venous disease), C1 (visible veins, 
spider/telangiectasias veins), C2 (varicose veins), C3 
(swelling/edema), C4 (changes to skin quality), C5 (healed 
ulceration), and C6 (active ulceration) [45][48]. CVD is 
often overlooked at its early levels [44]. In case of early 
diagnosis, advanced symptoms such as edema, skin changes 

or leg ulcers can be alleviated with the support of lifestyle 
changes [45][47]. It was determined that the incidence of 
venous disorders in adults in urban and rural areas of Bonn 
in Germany was 59% for telangiectasias vein and 14% for 
varicose vein, respectively [45]. 

As most superficial veins, varicose veins are also not 
easily visible to the naked eye, so near-infrared light is used 
to visualize these veins [49]. In this study, the hand vein 
dataset (an example image from the dataset and its processed 
version are given in Fig. 1) obtained in the study [1] by using 
the superficial vein monitoring system was used for the 
experiments of the YOLOv3 object detection algorithm, 
which was re-trained to detect the beginner and advanced 
levels of CVD in the C1 (spider/telangiectasias veins) and 
C2 (varicose veins) types. 

 
The Near-Infrared Raw Image  

 

 
(a) 

Region of Interest  
 

 
(b) 

Processed Image 

 

 
(c) 

Figure 1.  The near-infrared vein image. (a) The near-infrared raw image 

of hand dorsum. (b) Region of interest, containing only the veins to be 

examined. (c) Vein patterns obtained by digital image processing. [1] 

The ability of the computer to make a determination (i.e., 
classification) on similar new data by using previously 
learned data is a decision-making process. Decision making 
is unique to biological creatures. However, nowadays 
computers can also "imitate" this process in various ways. 
This imitation is provided by Artificial Intelligence (the 
ability to imitate human-specific abilities such as 
recognition, classification, problem solving and learning by 
machines using various inputs such as image, sound and 
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signal [50]). In Machine Learning, which is a sub-branch of 
Artificial Intelligence, rule sets defined with expert 
knowledge (human factor) are needed to provide learning or 
to determine the distinctive features of the patterns [51]. In 
this way, various classification, regression or clustering 
operations (disease classification [52], stock forecasting [53] 
or airport passenger forecasting [54]) can be performed [51]. 
In Deep Learning, a sub-branch of Machine Learning, with 
the help of Artificial Neural Networks, features that cannot 
be detected by humans can be detected without any human 
intervention. In this way, learning is carried out via Deep 
Learning Algorithms by itself when only training and test 
data are given to the system as input. With Deep Learning, 
operations such as object recognition, speech recognition or 
object detection can be provided [55]. 

The YOLOv3 is a Deep Learning Algorithm that 
performs object detection. With Object Detection 
Algorithms, training can be performed for multiple objects 
(up to 80 classes [23] placed at certain positions on the 
image) that can represent different classes. The YOLOv3 
object detection algorithm marks the positions of the objects 
detected onto the image with bounding boxes. In addition, 
the name and detection rate (confidence value is shown 
between 0.00 and 1.00 in the study) of the class with the 
highest probability to which the object may belong are 
printed on the box. 

In this study, the YOLOv3 object detection algorithm 
was used for CVD detection in vein patterns obtained by 
image processing steps. The developed near-infrared 
imaging system was re-trained in this study to detect 2 
different CVD types (C1 and C2) as 4 classes 
(spider_beginner, spider_advanced, varicose_beginner and 
varicose_advanced). 

There is currently no venous disorder dataset consisting 
of near-infrared images, available to the public. For this, in 
this study, a new 4-class (to detect vascular degenerations in 
more detail) training dataset was prepared by adding 
artificial patterns on to near-infrared images (the dataset, 
which is also used in the study [1], was created by the 
method of obtaining images from video recordings described 
in the study [4]). The new dataset used in this study was 
prepared with images that each contain 10 spider_beginner 
and 10 spider_advanced artificial patterns, and each 5 
varicose_beginner and 5 varicose_advanced artificial 
patterns (the dataset in the study [1] contains 150 near-
infrared images, each containing 5 spider_vein and 5 
varicose_vein patterns). Furthermore, 50 additional images 
were created (as in the study [1]) from the existing images by 
data augmentation methods (10-degree rotation, 30-degree 
rotation, mirroring, noise addition and downscaling). In this 
way, a (4-class) training dataset with 6000 artificial patterns 
was obtained (in the study [1], a (2-class) dataset with 2000 
artifacts including 1000 spider_vein and 1000 varicose_vein 
patterns was used). The patterns in the images were labelled 
with the free (under General Public License version 3) 
makesense [56] web-based application. 

A second dataset consisting of 600 images containing 
artificial vein enlargement patterns was prepared for the test 

process to be carried out after the trainings (in the study [1] 
the test dataset consists of 300 images). The test dataset was 
created by adding only a single pattern (artificial patterns not 
used in the training) to each image in random rotations and 
positions (preserving a certain figural format, 150 patterns 
for each class) (the dataset used in [1] was created by adding 
only one spider_vein or varicose_vein pattern). In this way, a 
test dataset of 600 images with 4 classes containing 150 
patterns was obtained (in the study [1], a test dataset of 300 
images in total was obtained, with 150 test images 
containing spider_vein class and 150 test images containing 
varicose_vein class). The confusion matrix of the object 
detection results of the YOLOv3 object detection algorithm, 
obtained by using the test dataset is given in Table I for the 
study [1] (for comparison purposes) and in Table II for this 
study. As can be seen from the matrix, all of the searched 
objects (spider_beginner, spider_advanced, 
varicose_beginner and varicose_advanced patterns) in the 
test images were detected correctly (for the study [1], all of 
the spider_vein and varicose_vein patterns were detected 
correctly). The developed system can detect CVD patterns in 
C1 and C2 types with Accuracy Rate (1), Misclassification 
Rate (0), Precision (1), Prevalence (0.5) and F-Score (1) 
values (similar to the study [1]). 10 sample patterns for each 
class with the YOLOv3 object detection algorithm 
confidence values marked are given in Table III. 

 

TABLE I.  THE CONFUSION MATRIX OF THE YOLOV3 OBJECT 

DETECTION ALGORITHM RESULTS OBTAINED WITH SPIDER_VEIN AND 

VARICOSE_VEIN CLASSES [1] 

n=300 

Predicted Class 
spider_vein  

(Positive) 

varicose_vein  

(Negative) 

Actual 

Class 

spider_vein  

(Positive) 
True Positive=150 False Negative=0 

varicose_vein  

(Negative) 
False Positive=0 True Negative=150 

 

TABLE II.  THE CONFUSION MATRIX OF THE YOLOV3 OBJECT 

DETECTION ALGORITHM RESULTS OBTAINED WITH SPIDER_BEGINNER, 
SPIDER_ADVANCED, VARICOSE_BEGINNER AND VARICOSE_ADVANCED 

CLASSES 

n=600 

Predicted Class 
spider 

beginner 

spider  

advanced 

varicose 

beginner 

varicose 

advanced 
unclassified 

Actual 

Class 

spider 

beginner 
150 0 0 0 0 

spider 

advanced 
0 150 0 0 0 

varicose 

beginner 
0 0 150 0 0 

varicose 

advanced 
0 0 0 150 0 

 
 
 
 
 
 
 

24

International Journal on Advances in Life Sciences, vol 15 no 1 & 2, year 2023, http://www.iariajournals.org/life_sciences/

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 

 

 

TABLE III.  CONFIDENCE VALUE RESULTS OF THE YOLOV3 OBJECT DETECTION ALGORITHM FOR SPIDER_BEGINNER, SPIDER_ADVANCED, 
VARICOSE_BEGINNER AND VARICOSE_ADVANCED CLASS PATTERNS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

 
 
 
 

# spider_beginner spider_advanced varicose_beginner varicose_advanced 

1 
    

2 
 

   

3 
 

  

 

4 
 

  

 

5 
   

 

6 
 

 
  

7 
   

 

8    
 

9 
   

 

10 
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The venous disorder detection confidence values of the 
YOLOv3 object detection algorithm performed with sample 
images of the C1 type of CVD are shown in Fig. 2 (a, b, c) 
for spider_vein (0.99) [1], spider_beginner (0.99) and 
spider_advanced (1.00). Also, confidence values for C2 type 
are shown in Fig. 3 (a, b, c) for varicose_vein (0.90) [1], 
varicose_beginner (0.98) and varicose_advanced (0.98). 
Although all classes in the test images were predicted 
correctly in the study [1], the YOLOv3 object detection 
algorithm had a lower confidence value for some patterns. 
As stated in Table IV, in the study [1], among 150 images 

containing spider_vein patterns, 130 had a confidence value 
in the range of 0.95-1.00, 13 in the range of 0.90-0.94, 6 in 
the range of 0.80-0.89, and 1 of them was determined as 
0.32. When the pattern with the confidence value of 0.32 is 
examined, it is determined that it is not much different from 
the patterns in the training dataset (mostly large-sized 
patterns were used) or other test patterns, but it is smaller in 
size, as can be seen in Fig. 4 (a). It was evaluated that this 
situation may result in a low confidence value.  

 

 

Figure 2.  The YOLOv3 object detection algorithm test process result 

image samples for C1 type CVD patterns. (a) 0.99 confidence valued result 

for spider_vein class [1]. (b) 0.99 confidence valued result for 

spider_beginner class. (c) 1.00 confidence valued result for 
spider_advanced class. 

 

The YOLOv3 Object Detection Algorithm Detection Rate of C2 

Type CVD Pattern (Training with 2-Classes) 

 
(a) 

 

The YOLOv3 Object Detection Algorithm Detection Rate of C2 

Type CVD Patterns (Training with 4-Classes) 

 

 
 (b) 

 

 
(c) 

 

Figure 3.  The YOLOv3 object detection algorithm test process result 

image samples for C2 type CVD patterns. (a) 0.90 confidence valued result 

for varicose_vein class [1]. (b) 0.98 confidence valued result for 

varicose_beginner class. (c) 0.98 confidence valued result for 
varicose_advanced class. 

 

The YOLOv3 Object Detection Algorithm Detection Rate of C1 

Type CVD Pattern (Training with 2-Classes) 
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The YOLOv3 Object Detection Algorithm Detection Rate of C1 

Type CVD Patterns (Training with 4-Classes) 
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The YOLOv3 Object Detection Algorithm Detection Rates of 

Re-evaluated C1 Type CVD Patterns 

 

 
 

 
                          (a)                                                  

 

 
 

 
(b) 

Figure 4.  C1 type CVD patterns shown in accordance with their actual 

dimensions. (a) Patterns with confidence values of 0.32 and 1.00 belonging 

to the spider_vein class [1]. (b) Patterns with confidence values of 0.96 and 
0.98 belonging to the spider_beginner and spider_advanced classes, 

respectively. 

In this study, for control purposes, the CVD artificial 
patterns that were detected with low confidence values in the 
study [1] were re-examined. For this reason, spider_beginner 
patterns (smaller sized and less branched spider_vein 
patterns to represent the beginner level of C1) were added to 
the dataset in this study. Spider_vein detection with a 
confidence value of 0.32 obtained in [1] was determined as a 
spider_beginner with a confidence value of 0.96 according to 
the results of the YOLOv3 object detection algorithm trained 
with 4 classes, as in Fig. 4 (b). This shows that the system 
can also detect vascular degenerations in smaller sizes (at the 
beginner level). 

As shown in Table IV, again in the study [1], among the 
150 images containing varicose_vein pattern, 126 had a 
confidence value in the range of 0.95-1.00, 6 had a range of 
0.90-0.94, 11 had a range of 0.80-0.89, and 7 had a range of 
0.79-0.30. When the 7 patterns with the lowest confidence 
values are examined, it is determined that these patterns are 
slightly different (U-shaped, twisted) from the patterns in the 
training dataset or other test patterns (mostly linear line 
patterns were used) which can be seen in Fig. 5 (a). It was 
evaluated that this condition may lead to a low confidence 
value. Therefore, in this study, varicose_advanced patterns 
(U-shaped and twisted patterns of varicose_veins to 
represent the advanced level of C2) were added to the 
dataset. According to the results of the YOLOv3 object 
detection algorithm trained with 4 classes, the varicose_vein 
pattern with a confidence value of 0.30 obtained in the study 
[1] was determined as the varicose_advanced pattern with a 
confidence value of 0.94 as in Fig. 5 (b). This indicates that 
the system can also detect vascular degenerations when the 
patterns become more twisted (for monitoring progress at 
advanced levels). 

Since small-sized spider_vein patterns represent the early 
levels of CVD (spider_beginner) and varicose_vein patterns 
can also twist and fold (may not follow a linear line) over 
time (varicose_advanced), such patterns are important in the 
scope of detection system. Therefore, in order to overcome 
the low confidence values of spider_vein and varicose_vein 
classes described in the study [1], new smaller-sized patterns 
and also new U-shaped patterns were added to the training 
dataset with different rotations.  

The YOLOv3 Object Detection Algorithm Detection Rates of 

Re-evaluated C2 Type CVD Patterns 

 

 
 

 
(a)                                                  

 

  

 

 
(b) 

Figure 5.  C2 type CVD patterns shown in accordance with their actual 

dimensions. (a) Patterns with confidence values of 1.00 and 0.30 belonging 

to the varicose_vein class [1]. (b) Patterns with confidence values of 1.00 

and 0.94 belonging to the varicose_beginner and varicose_advanced 
classes, respectively. 

Examining Table V showing the results obtained, it can 
be seen that out of 150 images containing spider_beginner 
pattern, 68 of them had confidence values in the range of 
0.95-1.00, 28 of them in the range of 0.90-0.94, 43 of them 
in the range of 0.80-0.89, and 11 of them in the range of 
0.79-0.55. For the spider_advanced pattern, the confidence 
values for 113 images were found to be in the range of 0.95-
1.00, 16 of them between 0.90-0.94, 12 of them between 
0.80-0.89, and 9 of them between 0.79-0.63. Looking at 
Table V for the varicose_beginner pattern, 135 confidence 
values were found between 0.95-1.00, 10 between 0.90-0.94, 
3 between 0.80-0.89, and 2 confidence values between 0.79-
0.63. For the varicose_advanced pattern, 145 confidence 
values were found between 0.95-1.00, 3 between 0.90-0.94, 
1 between 0.80-0.89, and 1 between 0.79-0.63. The number 
of CVD types’ confidence results obtained in this study, 
especially in the range of 0.95-1.00, is greater for the C2 
(varicose_vein) type (280 confidence values) than for the C1 
(spider_vein) type (181 confidence values). This shows that 
the system can detect varicose levels with higher confidence. 
In addition, as it can be seen from Table II, the fact that no 
misclassification has been made in the system proves that the 
system works extremely effectively in the detection of both 
CVD types and progress. 

The confidence value arithmetic mean (0.973) of the 
single-class C1 type (spider_vein) in Table IV is slightly 
higher than the arithmetic mean (0.912 and 0.953) of the 
two-class C1 type (spider_beginner and spider_advanced) in 
Table V. Since, the patterns of spider_vein and varicose_vein 
are very different from each other in shape, it provides an 
easier distinction (130 spider_vein patterns were correctly 
classified with a confidence value in the range of 0.95-1.00, 
which increased the arithmetic mean). This less significant 
decrease in the test results of the system in this study is a 
result of the distribution of the confidence values to different 
detection intervals (0.95-1.00, 0.90-0.94, 0.80-0.89 and 0.79-
0.00) when the C1 type is divided into two separate classes 
with basically similar pattern formats. On the other hand, the 
fact that the minimum confidence values (0.55 and 0.63) in 
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Table V for C1 type are higher than those in Table IV (0.32), 
it draws attention to the fact that a more precise classification 
decision can be made. 

 

TABLE IV.  RESULTS OF CONFIDENCE VALUES FOR THE YOLOV3 

OBJECT DETECTION ALGORITHM TRAINED WITH TWO CLASSES [1] 

n=300 (150 for each class) 

C1: 

spider 

vein 

C2: 

varicose 

vein 

Arithmetic Mean 0.973 0.955 

Minimum 0.32 0.30 

Maximum 1.00 1.00 

[0.95-1.00] Range  130 126 

[0.90-0.94] Range 13 6 

[0.80-0.89] Range 6 11 

[0.79-0.00] Range 1 7 
 

TABLE V.  RESULTS OF CONFIDENCE VALUES FOR THE YOLOV3 

OBJECT DETECTION ALGORITHM TRAINED WITH FOUR CLASSES 

n=600 (150 for each class) 

C1: 

spider 

beginner 

C1: 

spider 

advanced 

C2: 

varicose 

beginner 

C2: 

varicose 

advanced 

Arithmetic Mean 0.912 0.953 0.982 0.993 

Minimum 0.55 0.63 0.67 0.79 

Maximum 1.00 1.00 1.00 1.00 

[0.95-1.00] Range 68 113 135 145 

[0.90-0.94] Range 28 16 10 3 

[0.80-0.89] Range 43 12 3 1 

[0.79-0.00] Range 11 9 2 1 

 
Looking at Table IV and Table V for C2 type CVD 

(varicose_vein), it can be seen that the two-class arithmetic 
mean results (0.982 and 0.993) are higher than the one-class 
result (0.955). It was evaluated that the introduction of U-
shaped patterns to the system (due to the use of flat shaped 
patterns for training, twists are detected with lower 
confidence values in Table IV) contributed to this situation. 
In addition, as can be seen from Table V, the confidence 
value determinations for both levels of the C2 type are 
especially concentrated in the range of 0.95-1.00. In addition, 
the minimum confidence values (0.67 and 0.79) in Table V 
for C2 type were higher than those in Table IV (0.30). These 
cases also reinforce that the system can make a classification 
decision with higher precision. 

IV. INDIRECT AUGMENTED REALITY 

Virtual technologies are used in every imaginable field, 
especially health, education, construction, agriculture, 
tourism and entertainment. Although these technologies are 
known as virtual reality with the most popular definition 
among the public, they are called virtual environments in 
academic context [57]. The goal of virtual environments is to 
create a perception of reality in the user. The degree of 
perception of reality can be determined by criteria such as 
sense of presence, immersion, real-time and interaction [58]-
[61]. While the user's mental feeling in the virtual 
environment expresses the "sense of presence" criterion, the 
coverage of the user's field of view with the physical 
hardware expresses the "immersion" criterion, and the 
manipulation of the environment in "real-time" expresses the 

"interaction" criterion. The more these criteria can be 
supported, the more the environment is perceived as real by 
the user. The perception of reality is application-specific. For 
example, while the main goal in computer games is to create 
a feeling of reality, in some educational applications, only 
the visualization of 3-D concepts can be aimed. The type of 
virtual environment to be designed according to the target 
and the devices to be used are determined. Milgram's 
Reality-Virtuality Continuum [62] is one of the most basic 
classifications used for virtual environments. In this 
Continuum, there are Virtual Environment (containing 
completely virtual material) and Real Environment 
(containing completely real material) under the main heading 
of Mixed (Hybrid) Reality. In the case of a mixture of these 
two environments, the concepts of Augmented Virtuality 
(contains virtual material more than real ones) and 
Augmented Reality (contains real material more than virtual 
ones) are defined. 

The aim of this study is to present the confidence values 
and positions (virtual material) of CVD development to the 
user and his/her physician as a low-cost early diagnosis 
system within the scope of e-health service. For this reason, 
the method of providing access to these contents from 
mobile device screens has been preferred instead of high-cost 
devices. Although, monitoring the virtual content from a 
small screen minimizes the perception of reality (due to lack 
of immersion), it is considered useful within the scope of the 
study. However, the computing capacity and hardware 
features of a mobile device are insufficient for the operations 
to be performed in the 6-phase system used. For this, all 
operations in the system (except the Imaging Technique 
Phase) are carried out on the server and processed video 
visuals (containing only virtual-real material with calculation 
results) are returned to the user/physician. 

Although one of the important criteria in Augmented 
Reality applications is real-time, there is a visualization 
spread over a long time interval (to support monitoring at 
certain periods) in this study. For this reason, real-time of 
visuals is supported only when the region where the relevant 
tissue is displayed and the class of the images stored on the 
server match (requires Classification Phase to be used for a 
second test). Displaying videos of the matched class on the 
screen in this way is examined under Indirect Augmented 
Reality [36]. Indirect augmented reality is especially suited 
for outdoor use [36]. Its basis is the superimposition (overlay 
of virtual and real material) of virtual models of 
structures/places in their real locations while displaying them 
in their real environment. Two separate registration (spatial 
alignment of virtual and real material) methods (offline and 
online registration) are used in Indirect Augmented Reality 
[39]. Offline registration is combining the pre-recorded video 
of the relevant tissue with the virtual model. In the offline 
registration in this study, the YOLOv3 object detection 
algorithm confidence values and positions of the CVD 
detected in the digitally processed image are superimposed 
on the near-infrared raw video recordings. Online 
registration, on the other hand, is the real-time 
superimposition of the superimposed video prepared in 
offline registration on the relevant tissue viewed in the real 
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world. In the online registration of this study, offline video 
visuals are presented to the user in real-time when the tissue 
region to which they belong is displayed. 

Among the advantages of using Indirect Augmented 
Reality within the scope of this study, having low-cost and 
low computational/processing load requirements (effective 
for use on mobile devices as no additional hardware is 
required), tight matching of virtual and real material with 
offline registration (effective for displaying the vein position 
on the relevant tissue), and offering a time-independent 
visualization as before/after (effective for tracking CVD 
development process from images obtained at certain 
periods) can be counted [36][40][63]. 

In the offline registration of this study, on near-infrared 
raw image(s) (it is the real material captured in the Imaging 
Technique Phase and shown in Fig. 6 (a)), processed 
image(s) (it is virtual material processed by the Digital 
Image Post-Processing Phase and shown in Fig. 6 (b)) and 
their YOLOv3 object detection algorithm results (it is the 
virtual material obtained from the Object Detection Phase 
and shown in Fig. 6 (c)) were superimposed, as depicted in 
Fig. 6 (d) and video visuals of the relevant period were 
created. As online registration, these superimposed video 
visuals are presented to the user/physician via the mobile 
device (smartphone) screen when the relevant tissue is re-
displayed, as shown in Fig. 6 (e). 

V. CONCLUSION AND FUTURE WORK 

Visualization of superficial veins by using near-infrared 
light is among the applications currently used in the 
healthcare industry. This imaging technique, which is 
especially useful for vascular access and is harmless to the 
body, was used in this study within the scope of early 
diagnosis. The superficial vein monitoring system, which 
was prepared within the scope of the doctoral study, was re-
trained in this study to detect Chronic Venous Disorder with 
4 different classes (spider_beginner, spider_advanced, 
varicose_beginner and varicose_advanced). In this study, all 
of the artificial vein enlargement patterns in the test images 
could be accurately detected by using the You Only Look 
Once version-3 object detection algorithm and no 
misclassification was encountered. The absence of 
misclassification can show that the proposed system is 
particularly useful for the health sector. The classes and their 
detection rates of the tested patterns are marked on the 
resulting image as the class name and the confidence value. 
The developed system was able to detect the classes of 
objects with the values of Accuracy Rate (1), 
Misclassification Rate (0), Precision (1), Prevalence (0.5) 
and F-Score (1). In addition to the class detection, the pattern 
positions are also determined with the help of this algorithm 
and marked on the images. Also, a video-based indirect 
augmented reality environment was integrated into the study 
for the monitoring of 4 classes of superficial vein 
enlargement, thus informing the patient and the physician.  

 
 
 
 

The Near-Infrared Raw Image  

 
(a) 

C2 Type (varicose_beginner) CVD Patterned Digitally Processed 

Image 

 
(b) 

The YOLOv3 Object Detection Algorithm Detection Rate of C2 Type 

(varicose_beginner) CVD Pattern (Training with 4-Classes) 

 
(c) 

Offline Registration 

 
(d) 

Online Registration 

 
(e) 

Figure 6.  Indirect augmented reality offline registration and online 

registration for C2 type CVD pattern (varicose_beginner). (a) The near-
infrared raw image. (b) Digitally processed image with artificial 

varicose_beginner pattern added. (c) The YOLOv3 object detection 

algorithm confidence value obtained with the 4-class training. (d) Offline 
registration. (e) Online registration. 
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On the other hand, black pixels that may occur on the 
image due to the illumination or imaging can have a negative 
effect on the detection process. In the experiments, this 
situation was encountered in a few images. It was observed 
that the dense accumulation of these pixels in a certain 
region makes detections of the spider_beginner type (due to 
its small size), which does not actually exist, albeit with low 
confidence values (0.25, 0.30). However, when considered 
within the scope of video visuals, these determinations in one 
or more images were not taken into account, since there are 
100 or more image combinations.  

Detection of Class-1 type (spider/telangiectasias vein) of 
Chronic Venous Disorder is of very critical importance 
especially in determining the transition process to Class-2 
type (varicose vein) and the treatment process. In this 
respect, the most important benefit of the indirect augmented 
reality environment within the scope of this system and early 
diagnosis is that it allows visualization in the form of before 
and after presentation. In this way, treatment can be started 
and directed without delay. Although the system has been 
tested with near-infrared data and artificial patterns, it is 
planned to test the system on real patients within the scope of 
future studies. In addition, it is considered that the proposed 
system can shed light on researchers who want to make 
similar determinations on images obtained with different 
imaging techniques. 
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