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Abstract— Fueled by advances in microelectronics, wireless challenges that accompany it. With 60% of the world

communications and the availability of affordable nobile
connectivity, the last decade has seen an unprecetkd
proliferation in the number of interconnected devies. This
evolution is part of the transition to the Internet of Things
(loT), which envisions connecting anything at anyime and
place. While it can be argued we are already livingn the loT
era, the next paradigm shift is already emerging onthe
horizon, targeting yet another order of magnitude mcrease in
the number of interconnected devices and promisingp bring
people and processes in the equation. This is patilarly
important towards the vision of Smart Cities, wherephysical
infrastructure is complemented by the availability of
intellectual and social capital, increasing both uban
competitiveness and quality of life. However, bef@ such a
paradigm shift can be realized, significant challeges with
respect to scalability, cooperative communicationsenergy
consumption, as well as convergence of sensor andadytics
trends have to be resolved. In this paper we elabate on the
different trends, as well as the remaining open phglems and
we show how Sensor Virtualization Technology, capting
both the Virtual Sensors and Virtual Sensors Netwdts
aspects, promises to alleviate or resolve these deages, and
pave the way towards the evolution of the Internetf Things.

Keywords- Sensor Networks, Sensor Virtualization; Machine
to Machine Communications; Internet of Things, Future
I nternet.

l. INTRODUCTION

Technological advances in
technology, low power microelectronics, and low rgge
wireless communications paved the way for the eerarg
of Wireless Sensor Networks (WSNs). These netwarks
currently used in a wide range of industrial, ¢anl and
military applications, including healthcare applioas,
home automation, earthquake warning, traffic cdnarmd

population projected to live in urban cities by 302he
efficient use of resources becomes a topic of paueun
importance. Such efficiency calls for situationala@aeness
of the Smart City across multiple domains in an
unprecedented level.

As a promising step in this direction, during tlesstl
decade there has been a growing research interestei
Internet of Things (IoT), ranked as a disruptivehteology,
according to the US National Intelligence Coun@l. [An
early definition for the loT envisioned a world whe
computers would relieve humans of the Sisypheaddyuof
data entry, by automatically recording, storing and
processing all the information relevant to the dgsin
involved in human activities, while also providitenytime,
anyplace [...] connectivity for anything” [4].

Beyond offering pervasive connectivity, the IoT
ecosystem is composed of smart things, objects, and
applications. This notion of smartness is takinffedént
forms in the literature. For example, the user eéepee of a
mediated context-aware mobile system which is exthbly
modern smart phones and is focusing on urban
environments is presented in [5]. Approaches thigipert
the exploitation of semantic technologies in cohtaware
smart space applications are described in [6]. gresented
technologies enable the creation of pervasive cadimgpu
systems. A new flow-based programming paradigm for

the fields of sensoSmart objects and the 10T is introduced in [7]. New

workflow models suitable for embedded devices Hasen
proposed, as well as orchestration techniqueshioiat-hoc
combination of smart objects. Smart spaces areiskgd in
[8] as a way to meet challenges such as interopigyab
information processing, security and privacy tovgatte
deployment of IoT.

industrial process monitoring. A WSN is a system Combining the notions of pervasive connectivity and
Composed of sma”, wireless nodes that Cooperatei on smartness, different Understandings and definitibase

common distributed application under strict energyst,
noise and maintenance constraints [1], [2]. AltHougany
interesting applications have been implementedidpee
for WSNs, further work is required for realizingeth full
potential as “the next big thing” that will revoiomize the
way we interact with our environment.

been reported in the literature [9]-[11] regardinbat the
Internet of Things is about. However, while it isspible to
argue that the 10T is already here [12], the nBevOlutions
are already on the horizon, ranging from the opféorteto
the Future Internet and the rapidly spawning Sn@ity
projects around the world up to industry drivertiaives.

Such promises are particularly important when vigwe The latter include efforts such as the Nationatrumsents

in the context of the global urbanization trend aheé

Data Acquisition Technology Outlook [13], the Gealer
Electric concept of “Industrial Internet” [14], anthe
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CISCO initiated “Internet of Everything” [12], [15Buch Being unprecedentedly dense venues for the interect
initiatives have differences in flavor and focust,yit is  (economic, social and of other kind) between peopb@ds
possible to distil the general trends and enaltketsneed to  and services, megacities also entail significarallehges.
be in place for successfully realizing the shiftth® next These relate to the efficient use of resourcessaamultiple
networking paradigm, whichever form it might take. domains (e.g., energy supply and demand, buildithsite
In this paper, we argue that, among these enablermanagement, public and private transportation,themie,
Sensor Network Virtualization is a technology thats the safety and security, etc.). To address these cigdke a
potential to augment and unlock advances in sewathsr more intelligent approach in managing assets and
fronts (e.g., scalability, cooperation, low enemgplutions coordinating the use of resources is envisionesedhan the
and convergence of Sensor Network and Data Analyticembodiment of sensor and actuator technologiesi¢fimaut
trends) that will pave the way towards this paradighift.  the city fabric in a pervasive manner. This ubiqug fabric
Smart Cities are going to be at the forefront ¢f traradigm  will be supported by flexible communication netwsr&nd
shift, therefore a lot of the examples and usesdszussed the ample processing capacity of data centers.
in following Sections are coming from the domainSohart By aggregating data feeds and applying data prowess
Cities. algorithms to reveal the main relationships in tlaa, the
The rest of the paper is organized as follows:i8edt  situational awareness of the Smart City across iphelt
highlights the main challenges of Smart Cities tlcosts domains (e.g., transportation, safety, health, gynestc.) at
associated to the lack of data integration acrosdtipte  the executive level is greatly facilitated. Fortarce, by
verticals. The lack of such data integration cafigiian be |everaging its open data initiative, the city of ridmn
seen as a driver for some of the key networkingdsethat  provides a dashboard application demonstratingkitie of
are commonly captured in several independent viewthe  high-level overview and insight achievable by creibs
next petworkmg paradigm evolution. .It _f|_n|shes i §5ta integration and innovative analytic applicasiq18].
selection of four core areas where significant lengles 4 ever, this vision entails significant challenges the
remain unresolved. Section Ill introduces the \Afization _design of the sensory fabric and the applicationdeho

layers and the main functionality that each layer through which sensory data are discovered, acceassed
responsible for. It gives also a broad overviewwdfich 9 . y v T
consumed. It is currently understood that an inésliary

virtualization types promise to address each ottire areas. I £ ab on b h | had
The selected areas and the nature of the challémgesh of ~'aYer of abstraction between the actual sensors tha

them are then discussed in more detail in Sectigngll. ~ applications utilizing them will be necessary [19].
Section VIII elaborates on the different aspectssefisor The role of such a layer is to abstract the pentiéa of
infrastructure virtualization. Their advantages aeptured the sensor hardware from the applications, thusitéing
and the potential of using different virtualizatifiavors to  interoperability; to provide opportunities for foimy shared
address the challenges described earlier is exulafinally, —resource pools, therefore increasing the efficiermad

Section IX concludes the paper. scalability of the system; and to allow creatiorsahdboxed
islands that enforce the least privilege principtBus

Il TOWARDSSMART CITIES: IDENTIFICATION OF enabling privacy protection (e.g., particularly ion@ant for
RELEVANT NETWORKING TRENDS a lot of healthcare applications in Smart CitieRelated

Amassing large numbers of people, urban environsnentactivities towards such goals have been in the escuip
have long exhibited high population densities amovn various initiatives, focusing both on the scalable
account for more than 50% of the world’s populatjipf].  interconnection part, as well as on efficiency amvacy
With 60% of the world population projected to liveurban  topics. All of these objectives have to be suppmbiite a
cities by 2025, the number of megacities (i.eiesiwith at  transparent way through well-established and staliwkz
least 10 million people in population) is expecteincrease discovery and negotiation protocols, so that thécgs can
also. It is estimated that, by 2023, there will B8 autonomously perform them with only minimal or no
megacities globally. Considering that cities cutiyeaccupy  human intervention.

2% of global land area, consume 75% of global gnerg In parallel with the efforts towards efficiently dn
resources and produce 80% of global carbon emisstbe  transparently interconnecting a myriad of smart ickss/
benefit of even marginally better efficiency in ithe according to the IoT vision, the Future Interneinsis as a
operation will be substantial [16]. For instancéiet general term for research activites and commuitioat
Confederation of British Industries (CBI) estimathat the  paradigms towards a more up to date and efficietarhet
cost of road congestion in the UK is GBP 20 billige., architecture. Approaches towards the “Future ImErn
USD 38 billion) annually. In London alone, introdien of ~ cover the full range from small, incremental evioloary
an integrated ICT solution for traffic managemesdgulted Steps up to complete redesigns (clean slate) ofctre
in a 20% reduction of street traffic, 150 thousdods of  architecture and the underlying mechanisms, whéee t
CO, less emissions per year and a 37% acceleration i@pplied technologies are not to be limited by éxgst
traffic flow [17]. standards or paradigms (e.g., the client servewarking
model might evolve into co-operative peer structurén
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general, most of the work in this area is summadrizg the  increase the number of connections by yet anotrdarf

Future Internet Assembly (FIA) [20], where it isdemlined  magnitude (from ~10 billion currently connected ffigs”).

that whatever form the Future Internet may taksetiof  However, arguably the biggest innovation is thaaigets to

core principles need to be preserved: include processes and people in the loop, fadilgatnd

« Heterogeneity support principleefers to supporting a enabling communications that are more relevantiteoto
plethora of devices and nodes, scheduling algogthmoffer new capabilities, richer experiences and eogdented
and queue management mechanisms, routing protocolggonomic opportunities.

levels of multiplexing, protocol versions, undenlgi In all the previous activities, as well as in vaso
link layers or even administrative domains andipgc independent research efforts, it has already bieiegtified
structures. that in future large-scale heterogeneous netwotks,

+ Scalability and Amplification principledescribing the adoption of mechanisms achieving scalable, predlietand
ability of a computational system to continue ofiagp ~ Self-adaptive network behavior (“more relevant’GiSCO
under well specified bounds when its input is iaserl  10E terminology, “pushing the boundaries” in the GE
in size or volume. Industrial Internet notion) will be a key enablé®], [14],

« Robustness principle ensuring that each protocol [15], [21], [22]. At the same time, with systemscbming
implementation must transparently interoperate withcontinuously more complex in terms of scale and
other implementations. functionality, reliability and interoperability argetting

« Loose Coupling principle describing a method of increasingly important. Therefore, techniques foniaving
interconnecting architectural components of a syste ~ dependable system operation under cost and energy
that those components depend on each other tedise | Constraints will be an important evolutionary sf2p [21],
extent practicable. o )

« Locality principle which in the computer science In the majority of cases, wireless network develepm

domain focuses on the design of thrashing-prodf; se 1S guided by horizontal mass-markets (*one size 4l").
regulating, and robust logical systems. On the other hand, typically different verticalsdaniche

markets require dedicated applications [22]. Cousatly,
However, apart from these principles that shoulty on the deployment or evolution of a wireless netwarktiese
undergo small incremental changes (if any) a lit ogreas often demands for expensive infrastructure
additional principles that need to be significantly replacement. Moreover, extending system and network
adapted/relaxed or augmented is also provided. ,Heee capabilities, switching services or adopting theppse of
focus on a subset of this list that is relatedwertapping to  an operational network consisting of heterogeneous
the IoT evolution: “Things” usually calls for costly (manual) reconfigtions
* Keep it simple, but not “stupid” principl¢20], which  and upgrades, while it often results in temporary
refers to the fact that in current Internet desite  unavailability of system services. Both of thesepgrties
complexity belongs always at the edges, while in are not attractive in a Smart City environment, lehihe
more flexible architecture inherently supporting second one is strictly unacceptable for a large bmmof
heterogeneous “Things” this might not always be theelative vertical areas that form the backbone haf tity
case. infrastructure, such as water and electricity sypetworks,
»  Polymorphism principlewhich refers to the ability to Intelligent Transportation Systems, etc.
manipulate objects of various classes, and invoke On the other hand, dynamic changes during operation
methods on an object without knowing that object’stypically allow for only a limited subset or scopkupdates,
type. The idea is to extend this principle to alldve  which may not be sufficient for example if the goaf the
same abstract components exhibiting differenthetwork have to be radically changed in order topsut a
functional and non-functional behavior in case ofmega-event or provide emergency services in casa of
changing environments or circumstances [20]. catastrophic event such as an earthquake or fleween in
« Unambiguous naming and addressing principle normal operation, the ability to evolve significignthe
establishing that protocols are independent of thebjectives of the networking infrastructure ovepeaiod of
hardware medium and hardware addressing schemtme might provide opportunities for cutting costsaking it
The proposal of the FIA initiative is to extend shi easier to integrate new systems as they becomkalaleaor
principle in order to also capture the data andises. change the scope of a network to a secondary dlgect
while still being able to provide backup capacitihe new
primary network in case it is required. Solutioms $uch
problems require capabilities for spontaneous ad-ho
cooperation between objects, self-adaptive behavior
exploitation of dynamic information, predictabilif non-
functional properties (e.g., energy consumptiomy @n-
the-fly reconfiguration [21], [22], [23].

Even more recently than the FIA initiative, CISC@sh
evangelized the Internet of Everything (IoE) as thext
wave in the evolution of the networking paradigfhg].
With a clear all-IP focus, building on the samepiples as
Machine to Machine Communications (M2M) and the
Internet of Things but extending them, the IoE sioris to
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Summarizing, first and foremosicalability is the key
enabler for facilitating the (r)evolution of thetkte Internet
as the number of interconnected devices is expdotede
by yet another order of magnitude. The vast majooit
these devices will be smart sensors with relativighjted
computation resources. Thus, key challenges lieffinient
cooperation of heterogeneous network elements in order t
realize advanced capabilities and services. Furtbes,
innovations tolow energy solutionscreate an attractive
business case by offering benefits in terms of afmaral
cost, long-term product reliability and increas#édtime of
wireless and mobile elements (especially relevamt &
significant portion of the myriad of electronic “ifigs” that
will be battery powered in the Smart City enviromt)e
Last but not least, as the number of interconnedtadces
will increase aconvergence of the Sensor Network and
Data Analytics trends is required for effectively bringing
processes and people into the equation. Followirshat
description of the different virtualization levets) overview
of the respective trends and key open issues ded in
the sequel of this section.

lll.  VIRTUALISATION LEVELS

The challenges identified in Section Il for the leN@n
of Internet of Things require solutions for the labdity,
data isolation and generation of relevant infororatat the
end-user side. The latter will inevitably triggdranges at
the network level, to handle performance issuewels as
network/resource management technical challendesede
to the vast number of interconnected devices ange hu
amount of generated data. Thus, this analysis agésethe
benefits of virtualization at the end-user level,
complemented by related requirements at the netgidek

Several types of virtualization can be distingudsret
both the network and the end user side, includitus
Machines and OS Virtualization, Sensor Virtualiaati and
Sensor Network Virtualization [24]. While the fitsto types
have found their way into mainstream applicationd are
arguably the driving forces behind the cloud corimgut
paradigm, the other two types are still in thefaity. In this
work, we investigate sensor virtualization from
perspective of extracting relevant information framarge
network of heterogeneous sensors, in a securejesiffj and
device-agnostic way.

The end-user side addresses the interconnectigheof
different user hardware appliances/things (e.gnsae or
embedded devices) and is closely related to thtutwmo of
the Internet of Things. However, the biggest breakigh
envisioned in this part is to include processes @emple in
the loop, enabling communications that are morevegit in
order to offer new capabilities, richer experiencasd
unprecedented economic opportunities. To pave thefar
this vision, sensor virtualization will play an iontant role
towards: (1) addressing scalability challenges e t
interconnection, control and management of a ptathad
heterogeneous smart things, (2) promoting cooperati
between the different elements in an energy efficigay,

the
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and (3) providing a basis over which the data aitalyand
sensor network trends can evolve and convergepératent
of manufacturer-specific hardware or software pgtks

At the network side, virtualisation implements the
abstraction of network elements and transport ressy as
well as their combination into a common pool, plolgsi

Sistributed among different network locations. Wizestatic

network location is considered, the physical resesirof a

single network element are partitioned to form uaft

resources. The distributed case is realised throtigh

relocation of specific network functions to starttlhardware

servers that can be placed anywhere in the netwiark;
addition, the separation between physical resoudas

logical services of network elements is possibtg.[2

In order to realize this separation, the Network
Infrastructure  Virtualization layer supports resmr
reusability and flexible resource pooling at the YPHNd
MAC layers. Its main purpose is to facilitate effict usage
of the network resources and not to abstract agdeggte
their management from a central point. Thus, iilifates
the virtualization at the end-user side.

In the end-user side we introduce the Thin Software
Virtualization layer, to support dynamic formulatio
merging and splitting of sensor network subset$ sieave
different applications and are possibly adminisietey
different entities. This software is embedded i ¢éimd-user
devices. It caters for (1) interoperability of heigeneous
sensors from different vendors, (2) exposure of dbesor
basic functionality to the data consumer and sensor
assignment to tasks, (3) data isolation and enfioecg of
the least privilege properties, and (4) collabomatiwith
other sensors and/or consideration of analytic nsotieat
connect the underlying phenomena so that the sensied
can be transformed to relevant information, produaad
transmitted on demand.

2

)
~~ i

K - \/J \\;AP Switch ‘wj

Figure 1: Virtualization layers and supporting functions

In addition, we propose the introduction of thédwaling
functionality within the layers (Figure 1): a) thenergy
Management function, which spans across both teuser
and the network side - at the end-user side, ampbeaof
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such functionality are the various LEACH variantssioilar
protocols that can be part of the node operatirsgesy, b)
the Resource Management function, which realizesfdir
dynamic resources allocation to the end-user dsyicethe
Data Analytics function, which is responsible foaking
sense of the collected information and extractialyier from
it, and d) the Self-Organization Function, residiagthe
network side to support the dynamic sensor colktior.

IV. SCALABILITY OF COMMUNICATION AND
MANAGEMENT

In order to realize the vision of ~50 billion desic
connected to the Internet by 2020 [12], severalabiiy
enablers need to be in place. One can argue tha¢ &6
them are already here and they have driven theugonl
towards the estimated ~10 billion interconnectediais
that we have currently reached [12], [15]. Hardwacele
miniaturization, node capability enrichment
reduction, all fueled by Moore’s law, are a goodraple of
such enablers. Processing and storage availabiléyalso
improving thanks to the cloud computing paradigm. tBe
network protocol naming and addressing part, taesition
to IPv6 has to take place sooner than later in rotde
facilitate the next jump in number of interconnectievices.

However, apart from the hardware node and protocolmulti-stakeholder

communication part, efficient management of thisgéwu
number of heterogeneous devices is also a big estgsl

The concept of network management traditionallyteags

the methods and tools that are related to the tipera
administration, maintenance, and provisioning dfwoeked

systems. In this context, operation is relateddeping the
network working according to the
administration is dealing with
utilization; maintenance is concerned with changesl
upgrades to the network infrastructure;

specifications; support
resource trackingdan environment, the incentives should not express |mwegt

and finallyfunctional
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their further growth, far beyond the size of todage four
main pillars of Autonomic Networking are self-
configuration, self-healing, self-optimization, anskelf-
protection, known also as self-CHOP features. Harethe
related technologies have so far found their waysthpdn
cellular networks or in smaller scale ah-hoc sensor
networks. Frameworks for configurable and, to sextent,
reusable deployment of SON functionality would be a
important evolutionary step in the direction of latde
network management and lower maintenance cost.

V. COOPERATIVECOMMUNICATIONS AND NETWORKING

Close cooperation between network elements is
increasingly seen as an important driver for furthe
evolution. In the FIA recommendations, it is refezed, for
example, that the traditional client-server modil at least
partially evolve into co-operative structures betwepeer

and tcos entities. Cooperation frameworks cover the fuliga from

information exchange, actions coordination and sieci
making. Moreover, such aspects are expected tdilized
in different context, thus spanning different conmication
layers and capabilities. A taxonomy of cooperatad
collaborative frameworks was presented in [21].

In order to achieve cooperation between networks in
networking  environments, proper
incentives need to be in place. Such incentivenitate the
expected networking benefits that a single netwoak
derive from its cooperation with another. Netwoake only
motivated to cooperate with other networks whers thi
cooperation improves their performance accordinguoch
incentives [21]. However, in order to be effectiamd
generalization in a large scale dynamic

performance metrics, but
and network

instead indicate high lleve
requirements. An incentive

provisioning addresses dynamic, service-based resou formulates a reason for cooperation between netvliré.,

allocation. However, catering for heterogeneoussenand
actuators deployed in Smart Cities, each with ciffié
requirements and operational properties calls foaradigm
shift; higher layers need to efficiently capture #thanging

if cooperation with another network can improvesthigh
level objective, cooperation might be viable). Exden
incentives are (i) increasing coverage (to reachremo
clients), (ii) reduce energy consumption (to inseehattery

dynamics of the systems and the lower layers need ftife), and (iii) increasing QoS guarantees (higtieoughput,

transform this information into appropriate actidn, an
autonomous and scalable fashion.

higher reliability, lower delay, etc.), among oth§21].
Deciding, however, on the most beneficial cooperati

In recent years, several extensions have been gedpo settings requires mechanisms such as negotiatign[27].
to the traditional definition of network managem#émt are  During negotiations, independent devices or coraplet
specifically designed to address the topic of évereasing networks with the required capabilities are ideatifand the
network management complexity. The Self-Organizingutility of the cooperation is derived also as paftthe
Network (SON) notion was introduced by the 3rdcooperation incentive [28], [29], [30]. While sidioant
Generation Partnership Project (3GPP) and targets tesearch efforts have been invested in this asege Iscale
constitute future radio access networks easier lam,p commercial application is still limited. Variations the
configure, manage, optimize and heal compared et realization of the cooperation mechanisms and ctibifiy
state of the art. In similar direction, AutonomietWorking,  problems between the early products of differentdees
inspired by the IBM initiated vision for Autonomic are among the more important inhibitors; therefwegs to
Computing [26], has been proposed as a means #decre alleviate them will be particularly beneficial.
self-managing networks able to address the ragjdiying
complexity of modern large scale networks and tabén
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VI. LowENERGY SOLUTIONS

most important design and performance factors of
Wireless Sensor Network (WSN). This fact is onlpested
to increase in relevance as a myriad of additionabile

and portable devices will be connected to the Futur

Internet. The desired low energy behavior can eeaed
by optimizing the sensor node as well as the coniration
protocol [31]. The goal is to reduce energy constionp
and, consequently, increase the lifetime of théesys

At the level of the independent nodes, the fundaaien
limit of the energy requirements is calculated &king into
account the energy consumption of every hardwamy/)(H
component on a WSN node like sensors and conditgoni
electronic circuitry, processing and storage, radic. The
components selected in the final node architeatiltdhave
a significant impact on the nodes’ capabilities &fetime.
Thus, a holistic low-power system design shoulginsued
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parameters. Therefore,

reusability in the context of different verticalpgjcations.

VII. CONVERGENCE OF THESENSORNETWORK AND DATA

ANALYTICS TRENDS

In order to efficiently bring together “Things” Wit
processes and people as envisioned by the Intarhet
Everything, connected “Things” will need to shaighker-
level information with distributed peer entities well as
with centralized processing units or people fortHar
evaluation and decision making. This transformafiam
data sharing to information sharing is considerex
particularly important in the lIoE notion becausewiil
facilitate faster, more intelligent decisions, asllvas more
effective control of our environment [12]. Simikgrlin the
field of industrial automation, there is clear mment

from the very beginning, creating the correct Hy towards keeping the pace with the rapidly increzpgiata

infrastructure base for further network, protocsbftware
and algorithmic energy efficiency optimization.

This holistic low-power system approach can further

footprint by a paradigm shift in data acquisitiomda
processing [13].
In parallel with these activities, a significanio@ution is

incorporate  methods for energy harvesting from thd@king place in the data analytics domain. In tase, the

environment in order to utilize ambient energy sesr(e.g.,
mechanical, thermal, radiant and chemical) that alibw
extending lifetime and minimizing or possibly renmay the
need for battery replacement. Such a scenario wengddle
the development of autonomous wireless sensor mietwo
with theoretically unlimited lifetime. Still focuseon the
sensor node level, but on the algorithmic part, oomg
efforts are targeting to design the sensor nodesarin
inherent power-aware approach. The goal is to deveh
adaptable system that is able to prioritize eitbgstem
lifetime or output quality at the user’s request.

Optimizations for low energy are a relatively matur
field that has been (in different forms) around #&iong
time. For example, the radio communication and petw
protocol part is a major source of energy consuonpthat
is often targeted for optimization. However, mos$ttioe
available solutions are not directly transferableroas
different verticals and application domains.

Optimizing the network protocol is typically dondthv
respect to a specific application domain, usuatlyfavor
bursts of transmission followed by cycles of low o
activity. As the range of transmission is also ayve
important parameter, low energy operation of a ifigec
protocol version is often achieved only for a seddaange,
whereas other protocols are more efficient beyonat t
range. Thus, a certain low energy protocol is tsihjc
“optimal” only with respect to a specific commurtica

range and bandwidth, while other solutions might be

preferable outside of this area. This implies thaking the
best selection usually requires a thorough undwdstg of
the specific requirements and peculiarities of thgyeted
application domain and environment, so that thergne

trend is to evolve from “descriptive analytics” thaapture
what is happening to “predictive analytics” thatsdgbe
what is likely to happen. Similarly, a little fughdown the
road is the progress from “diagnostic analytics'atth

91

a more transparent onyhe-fl

Energy efficiency is commonly perceived as onehef t mechanism for node reconfigurations between differe
Pareto-optimal states is required to enhance semsde

describe why something is happening to “prescriptiv

analytics” that describe what should happen,what is the

optimal response. Fusion of “hard” data coming from

sensors with “soft” data from, e.g., social netveo(bften
called also soft fusion or social fusion) is anotimeportant
trend in this domain, which is already going in theection
of bringing humans into the equation. “Pervasivalgits”
(in some cases even referenced as “butler andlytane
envisioning to bring the power of analytics in avere
increasing range of day-to-day applications andertalem
available to non-experts. The relation between aeaad
analytic trends is depicted in Figure 2.

Analytics

Embedded
Hypervisors Soft + Hard Data Fusion

Smart iqui
Loy EE - Analytics at the Edge |
Smart Systems,

Sensors
soN  Internet |Pervasive Analytics

" Visual
Analytics  Predictive
Prescnptnve Analytics

Analytics

of
Everything

loT

Figure 2: Convergence between sensor and analytic trends

At the same time, as the amount of data generated

optimization can be appropriately tailored to thesdiS ever increasing number of sensors (augmerigedby
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the social fusion trend) reaches new heights, #finidg  important steps in the required direction haveaalyebeen
3Vs of Big Data (Volume, Variety and Velocity) régpi made. New techniques combining anonymization,
revisiting in order to cope with the new requirettsetn this  pseudonyms, and statistical disclosure control| allow
direction, IBM has added Veracity as a fourth disien  users to keep track of their privacy footprint [3Bicluding
that captures the uncertainty of the data. Andevkiblume  also the information they are disclosing indirectly

and Velocity are to some extent infrastructure piag Having processed the loT generated information by
issues, a fundamental paradigm shift might be rmeéde some advanced data analytics algorithm, one seeisattat
order to address Variety and Veracity in a genericertain actions are then automatically realizedhouit
framework that is able to handle the requiremef@lidche  human intervention. However, there are cases teafinal
data types without the need to develop from scratcldecision process might still be desirable to beedby a
algorithms for each of them. Deep Learning is aehédea human expert, especially in the context of Smatie€iin

in machine learning that promises to do exactlyt,thathe IOE vision where people are also an important @f the
extracting the relevant information (features) frdifferent  equation. In the latter case, Visual Analytics @ming into
types of raw data, without the need for (expensind time play in order to make the information perceptible t
consuming) manual feature engineering by humanréxpe humans. Visual Analytics are a combination of maehi
[32]. learning tools and advanced information visualorati

Although data sharing and access to sensor infimmat methods with the goal of facilitating analyticalasening.
enables a number of new and innovative applicationSuch techniques might be for example of particinterest
beneficial for users, a major effort is needed ieuge that in the detection of trends and their possible caursside an
data protection and privacy policies are met. Ideorto  ocean of unstructured sensor data, so that informed
leverage the full potential of I0T, work needs te toone decisions that combine human judgment and reledatd
beyond identity and access management — trust arelidence can be made.
reputation systems need to be introduced which sesme Nevertheless, in order to apply all these advarzath
the needs of widely distributed and highly scalablebile  and Visual Analytics algorithms major impedimenists as
networks, while offering mechanisms to preservevgmy  the limitations in bandwidth and storage (for exéanwghen
for the users. dealing with devices generating a large data famtpsuch

Whenever users are accessing Smart City servicdb®in as video camera streams) have to be tackled. €mome
IoT enabled world, identity related data must badked these limitations arising from the current systdorsM2M
according to existing regulations and principlesotder for  applications, novel approaches have been proposechw
the system to work efficiently at full capacitynséive data are based on the following principle: storing amdgessing
need to be exchanged between multiple devices. Thibe data as close as possible, both in space amg tb
challenges in the future I0E environment are evasrem where they are generated and consumed, hence rem i
complex as protecting privacy is evolving to a awndus  so-calledanalytics at the edg@7].
effort. For example, privacy protection cannot sigfh the It is worth mentioning that developments in pervasi
end of the users’ session as the focus is not amy analytics and analytics at the edge go hand in hasdoth
protecting the identity on short term. Location uders, are aiming for migrating analytics capability toeth
content of queries, as well as the footprint evedygpis  “Things”, i.e., towards the edge of the network. An
creating by using services in 10T is of interes3][3Jnless indicative realization of those proposals will befided by a
proper precautions are taken, aspects such as epeoglontent-centric platform distributed over a locdbud,
location, previously considered very hard to traeel) hosted by the gateways or advanced edge devicds wit
become traceable. At the same time, an adversagrocess and storage capabilities. This approadhnet
employing an IoT enabled attack will have a vagiacity only alleviate the big-data problem as data is eseed
for data collection and thus a large attack surfadee  where it is created, but also will reduce netwaelfic and
research community is faced with new challengestihge = communication costs and can facilitate faster reastwhen
yet to be fully addressed [34]. an event or an alarm is generated.

A nice example of a future Smart City / l0T servise The desired destination in the convergence of Iodl a
participatory sensing enabled environmental moimigprin -~ Data Analytics is a framework of abundant sensor
this scenario people are encouraged to provide data information taping at the “anytime, anyplace [...]
pollution throughout the city using measurementsmfr connectivity for anything” notion of the 1oT comigid with
personal mobile sensors. Even this simple exampbevs advanced analytic models that can provide reabims{in
how easy the users’ location together with a measant the form of human-consumable prediction and
timestamp can give more information than originallyrecommendation) for any situation and usable byyere.
intended. The success of numerous Internet of shing However, significant steps need to be taken betfioise
applications of similar nature will depend on thslity of vision is realized. “Analytics” is a very broad awmdrying
contributors to preserve their privacy while mainitag  field, and while wrapping them in a user friendbcgage is
accountability [35]. Despite the numerous challeng®me easy, using them in an irresponsive way withoutwkadge
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or respect for possible limitations or model coaisiis, can
be the recipe for disaster [38]. Frameworks thatmavide
different tradeoffs of accuracy, execution time @&adiness
to interpret, enforce privacy policies, and at teaske the
users aware of model limitations and constraintsild/doe
an important driver towards approaching this vision

VIIl.  SENSORINFRASTRUCTUREVIRTUALIZATION AS A

DRIVER TOWARDS THEFUTURE INTERNET
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service composition and management [41], [42]. Ysin
SOA, each end-user device may use one or moreeof th
available services independent of the other devitesa
similar manner, respective functionality will bepported

by the VSN at the end user side for the mappinghef
devices to the virtual networks, the aggregation ttod
application based on the functions available inheacde
and the over VSN management. All of these architatt
considerations are relevant for creating a unifigdational

Achieving a significant progress in the four openawareness picture of the Smart City, as discuss&gction

challenges identified in the previous sections scdtbr
frameworks that either facilitate innovation or miize the
cost/risk for each of the four pillars identifiedepiously
(scalability, cooperation, low energy solutions
convergence of Sensor Network and Data Analytiesds).
It is also important to underline that these pdlare not
completely autonomous, but are mutually dependEat.
example, one of the objectives of cooperation mightow
energy operation, while the cooperation procesissieif has
to be scalable. Therefore, an important constranthat
possible solutions for each challenge are as tearsp as
possible to the other topics, to avoid setbackathier fronts.
A promising paradigm for addressing challenge€ims of
decreasing the cost/risk as well as facilitatingowation in
some of the topics identified previously is virtaation, as
discussed in the Virtualization Levels Section.

Il.
The VSNs may also evolve into a dynamically varying
subset of sensor nodes (e.g., when a phenomenahogsv

andin the spatial domain, the sensors that can détettange

over time). Similarly, the subset of the users mcpsses
having access rights to different subsets of théN\t&n
vary (e.g., the people that have access to theomktwhange
with time or specific operations on a sensor nekwsrbset
are only available to specific groups of peopleedasn
their role, etc.). This node grouping, merging apditting
property makes it easier to define, apply, and tepgalicies
(e.g., least privilege access) based on conceptualels
rather than by configuring each of the myriad nodes
independently.

Having alleviated part of the scalability and infation
protection/privacy requirements through the VSNamgpt is

Virtual Sensor Networks (VSNs) are emerging as & good starting point for progressing on an everremo

novel form of collaborative wireless sensor netvgofR9]
that can establish the basis over which the evaiutiom
connecting “Things” to the efficient interaction dhe
“Things” with processes and people can be real[2édA
VSN can be formed by supporting logical connedtivit
among collaborative sensors [24], [39], [40]. Node®
grouped into different VSNs based on the phenoméhneyn
track (e.g., number of cars vs. Bl@oncentration) or the
task they perform (e.g., environmental monitoriisg tvaffic
control). VSNs are expected to provide the protergport
for formation, usage, adaptation, and maintenarfcéh@
subset of sensors collaborating on a specific £sk(

Even nodes that do not sense
event/phenomenon (directly or indirectly by theiootof
Virtual Sensor - VS) could be part of a VSN if thegrmit

ambitious front: going from data exchange betwearsars
to the sharing of relevant information, producedtosm spot
as and when required, so that it can be consumekimand
by processes and people. This paradigm is alsoipimugrto
address the transmission and processing challetigas
traditional large scale sensor installations fatlee latter
include various Big Data scalability issues witlspect to
the centralized gathering, logging and processinghe
sensor data. The Virtual Sensor notion is instruaién this
effort.

In this paper, we use the term Virtual Sensor (¥5)
refer to a software entity that can serve as amegggion

the particulapoint for multiple sensors, using physical senstities and

a computational model to combine their measuremidits
The VS can be a thin layer of virtualization softevéhat is

sensing nodes to communicate through them. Thu#lsVS executed on physical sensors (often referred assedesul

can utilize intermediate nodes, networks, or ot¥i8Ns to

hypervisor) or it can be a mathematical model for

deliver messages across VSN members. The samecphysiaggregating information residing in a sensor manmagg

infrastructure can be reused for multiple applimadi
promoting scalability and resource efficiency. ladgion,
VSN at the end user side allows for devices shaaimgng
several virtual networks serving
purposes/applications. This concept builds uponStbevice
Oriented Architecture (SOA) paradigm, which prowda
flexible infrastructure and processing environmeiot
service-based software design. SOA lays its fouodanh
service provision to end-user applications/othervises
distributed in a network and comprises functiogafior
describing, publishing and discovering servicesva as

platform similar to [41].
These different realizations of the VS notion face
different types of challenges. For example, ceiziedl or

different hybrid semi-centralized solutions based on analfigines

have to address the challenges of data fusion from
heterogeneous sources, both functional (differesdibility
levels of the sensors, co-dependent sensor obistyat
difficulty to link human information needs to sensontrol,
etc.) and non-functional (scalability and performaan
problems, security and privacy requirements, dtcshould

be noted at this point that the non-functional megfunents
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such as scalability and privacy can prove critinah Smart
City context were a multitude of private and puldivices
need to interoperate and exchange potentially themsi
information.

At the same time, the embedded hypervisors have
cope with the integrated nature of embedded systant
the related need for isolated functional blockshimitthe
system to communicate rapidly, to achieve
time/deterministic performance, and to meet a widge of
security and reliability requirements [2], [44]. Ithis
context, bringing more processing capacity andligence
in the end devices is both inevitable and necessaoyder
to cope with scalability challenges [21]. The retht
analytics at the edge effort (see Section VIl)dsusing on
realizing this transition from centralized to (sghistributed
analytics.

However, despite the different types of challendpesh
embedded hypervisors and analytically/computatlgnal
realized virtual sensors share a number of key quitms.
First and foremost, the VS is doing more than pa&ating
values of physical sensors measuring the same preran,
as translation between different types of physsgaisors is
a far more interesting topic when models for thiatiens
between the
Furthermore, such models can even be learned layaletr
time in a (partially) unsupervised manner, accaydim the
Deep Learning paradigm [32] as indicated in Sectitin

An interesting use case for this translation predesan
urban setting is the estimation of car pollutiorsdzi on a

Information/Context

exchange

A

\

Virtual Sensor Q
Networks

Upper layer
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model that combines car counting (e.g., by indurctamps
or cameras) and weather conditions, while posasitilizing
also the information from the few available polurti
sensors [1]. In this case, the VS can be configtweeport

‘periodically the estimated pollution value and giee

warning if the pollution is above certain regulaso
(relevant information), instead of continuously agmg all

real the data.

Another example that is applicable in smart grid
scenarios is the calculation of electric grid paeters (e.g.,
the load on given points in the transmission nekwor the
sag of transmission lines). Such information camléduced
by the Virtual Sensor indirectly from correlatedues and a
model of the related phenomena, even with a spaatyeork
of different sensors (e.g., voltage and temperas@msors
for the sag case, coupled with measurements of speed
from a nearby weather station). Again the VS caues
warnings or alerts when some dynamic thresholdesahre
exceeded instead of producing and transmitting tiadl
information continuously. It is important to notieat both
the embedded hypervisor and the platform-based
realizations of Virtual Sensors can employ stateahef art
signal processing techniques such as compressiv&@nge

underlying phenomena are availabl¢(for efficiently reconstructing a signal from relegly few

measurements taking advantage of sparseness pespeit
robust statistics (for copying with outliers, impive
interference, etc.).

Coordinated
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PHY layer for
cooperative
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. |
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Figure 3: Sensor Infrastructure Virtulization depicted over the various dimensions of cooperative decision making and control.
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At their core, VSNs and VS are building on and/orPostdoctoral Researchers" of the Operational Pnogra
extending existing collaborative networking paray "Education and Lifelong Learning" (Action’s Benefity:
therefore classifying them with respect to the walyat  General Secretariat for Research and Technology), is

cooperation is realized in more conventional coae  co-financed by the European Social Fund (ESF) dmed t
communication schemes is of great value. Taking int Greek State.

consideration the properties of Virtual Sensors &8Ns
discussed previously, an updated model of the 3D
cooperative methods taxonomy introduced in [21} @iao [1]
captures the different sensor-level virtualizatimspects is
provided below. Figure 3 depicts the scope of the
cooperation as planes in a 3D space. Specifichiéy3 axis
are: 1) information exchange, with the extreme eslbeing
independent sensing and full context exchange,egjsibn
and configuration control with the extreme valuesing
independent actions and fully coordinated actiarg] 3)
layer mechanisms, with the extreme values beinguiayer
and lower layer mechanisms.

Each of these dimensions is being associated &t afs
enablers and technical areas. [Epr example,cross-layer
coordination spans the range of medium and lowrlay
mechanisms, it requires a high information exchdegel,
and the level of coordination varies from mediumgbhito
very high. Similarly, Virtual Sensors are depictied the
representation as a 3D cloud that spans mediunpperu
layer mechanisms. This cloud covers low/medium igh h
information exchange (because a VS can be eitladized
on the nodes as thin virtualization software orlanpented
as an aggregation software component running in
centralized platform). Finally, the cloud is mostbuching
the area around medium action coordination sineestate
of the art efforts are mainly focusing more on #emsing
rather than the actuation. The cloud that repres@nS can
therefore expand to cover more of the axis thatessmts
actions, in case virtualized actuation becomes malevant
in the future.

(2]
(3]

el

(5]

6]

t

(8]

IX. CONCLUSION (e

The rapid proliferation in the number of devices
connected to the Internet that occurred during et
decade is expected to continue, targeting yet anairder
of magnitude increase and promising to bring peapld
processes in the equation. However, in order tbzeethis
paradigm shift, important challenges with respeot t
scalability, cooperative communications, energy
consumption, as well convergence of sensor andytcsl
trends need to be addressed. In this paper, we have
elaborated on the different flavors of Sensor stitacture
Virtualization as a powerful enabler that can ptwe way
towards the next evolution of the I0T. The lateeekpected

(10]

[11]

to trigger disruptive innovation across differerdanthins, [12]
laying the foundation for the Smart Cities of thiéufe.
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