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Abstract—This paper presents the knowledge graph, a graph
based information modelling technique. The method generalizes
the concept of information sources and defines a hybridization
technique at the information representation level. Depending
on the amount of collaborative and content-based information
available, the balance of the hybridization is also discussed.
The principles of the defined calculation methods, as general-
ization and transitivity facilitate the paradigm of relatedness.
To evaluate the efficiency of the knowledge graph, graph based
recommendation calculation techniques are defined and evaluated
in an email remarketing activity, a real-world recommendation
scenario. The results show that the spreading activation based
recommendation technique is capable to increase the performance
of the remarketing task.
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I. INTRODUCTION

This paper presents the detailed results of our experiments
on knowledge graph based recommendation techniques as
introduced in our conference paper [1]. In this paper, our goal
is to give a deeper insight into graph based methods and also
to present the detailed evaluation results of our experiment.

Graph based recommender systems are a potential al-
ternative to representation learning based recommendation
techniques. Unlike the current trend of recommender systems
finding latent factors in the “taste space”, graph based methods
focus more on distance like measures and relatedness [2]
between the nodes in the knowledge graph. According to our
past experiments, graph based methods have the potential to
eliminate the cold start problem, to converge faster as rating
estimators [3] and to act as the basis of relatedness based
recommendation techniques.

The graph based information representation is general and
flexible. It can act as a potential alternative to tensor based
information modelling [4]. Recommendation techniques typi-
cally work with a previously and exactly defined information
representation model. Compared to these methods, the knowl-
edge base [3] models the information in a heterogeneous multi-
graph. The nodes of the graph are different entities playing role
in the recommendation scenario. The edges of the graph are
the various relations between the entities. An important aspect
of our work is to model as much information as available in the
knowledge base and develop methods capable to manage the
heterogeneous information. Our basic philosophy is the more
information we have, the higher is the possibility to avoid the
cold start case.

Early recommender systems [5] can be treated as function
estimators. Collaborative filtering estimates the rating values
by calculating a weighted average on the existing rating
values. Recommendation spreading [3] can be treated as the
generalization of collaborative filtering for the graph based
case. The advantage of the method is that it successfully alloys
the information found in the rating values and the information
found in the structure of the network. The most important
feature of recommendation spreading is the faster calculation
of the error on the rating estimation.

State of the art recommender systems are typically utilized
in an information retrieval scenario. It means that instead of
focusing on rating estimation, the task is to provide a list of
recommended items to the user in question. The user rating on
items relation can be generalized as the user interest on items,
which relation type acts as the basis of the prominent, repre-
sentation learning based recommendation learning techniques.
On one hand, the application of state of the art techniques to
generate rating estimation is quite atypical. On the other hand,
state of the art methods usually derive the recommendations
based on user preferences on items. Graph based methods have
the potential to generalize the concept of information sources
and to develop calculation methods based on the relatedness
between the nodes instead of being constrained by the user
preference based paradigm.

An important aspect of our work is that the information rep-
resentation and the calculation methods are clearly separated.
This methodology eliminates the unnecessary dependencies
between the two tasks and also leads to a cleaner approach
on the theoretical side.

On the representation side, an information representation
method is defined to alloy the information sources of the tra-
ditional recommendation techniques as collaborative filtering,
content-based filtering and some knowledge based cases. Our
primary motivation to introduce this information representa-
tion method is to involve the content-based and knowledge
based information sources in addition to the collaborative
information in the cold start case. An important feature of
the knowledge graph is that in a real-world application, before
the production state, the graph contains only the content-based
and the knowledge based information. If the recommendation
calculation method is general and uses all the information
available in the knowledge base, the recommendation system
can be treated more content-based than collaborative. As the
users start to interact with the system, the knowledge base
will contain more collaborative information, the system acts
more as a collaborative filtering technique. Thinking about
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the amount of information available in the aforementioned
categories, the order of magnitude of collaborative information
is typically higher than the order of magnitude of content-
based information. To summarize it, working with general
calculation method based on the knowledge graph, as the
users interact with the system, the recommendations turn to
be collaborative from content-based. In other words, based
on the information representation method, the limes of the
recommendation system is collaborative.

Looking at the calculation methods, graph based represen-
tation inherently provides the platform to involve novel calcu-
lation techniques to generate recommendations. In contrast to
representation learning based techniques, graph based recom-
mendation methods can be described as proximity calculation
methods between the nodes of the graph. Various techniques
can be involved to calculate the proximity measure. We think
that a well elaborated proximity measure should incorporate
also the topology of the graph and the length of the paths
between the nodes. In other words, the parallel paths between
two nodes should increase the value of the proximity measure.
In addition, the results of network science can also be utilized,
as network science provides several techniques to analyse a
graph and methods to calculate the centrality of specific nodes.

Referring to our past results on the MovieLens 1M
dataset [6], the knowledge graph based methods have the po-
tential to significantly increase the coverage of the recommen-
dation methods and also show faster convergence regarding the
mean absolute error of the rating estimation [3]. Regarding top
list recommendations, graph based methods show an increase
in the quality regarding to precision, recall and NDCG [2]. In
this paper we would like to focus on the performance of the
graph based techniques on the email remarketing domain.

A state of the art application of recommender systems is
web remarketing. The essence of remarketing is to present
personalized offers to the user on media different to the origin
of the offer. Remarketing is basically a post event activity, the
users will be offered with items after their visit to the specific
portal. Web remarketing is a prominent class of remarketing,
where the promotion activity is to be done in on-line systems.
Criteo [7], a prominent company in this field provides web
based personalized offers based on the activity of a user.

In our experiment, the recommendation techniques are
evaluated in the email remarketing system, PartnerMail [8].
Email remarketing is the remarketing activity utilizing newslet-
ters as the media of the promotion task. The emails sent contain
a list of promoted products, the products are selected by the
evaluated recommendation methods. The personalization is
based on the user activity collected in Booker [9], an electronic
commerce portal selling books. The performance of spreading
activation based methods, network science centrality measures
and the human is compared. Our results show an increase
in the performance of the newsletters regarding the click-
through rates. We can also state that email based remarketing
activity leads to a higher customer engagement based on the
personalization, thus it delivers a business value.

This paper is organized as follows. Section II presents
related work from the aspect of information representation
and recommendation calculation techniques. This section also
discusses hybridization techniques as an important, inherent
feature of the knowledge graph. Section III presents the knowl-
edge graph, our information representation technique. At first,

short examples are provided about the information representa-
tion of the traditional methods and the hybridization technique
of the knowledge graph. After that, the problem is reflected
through an information rich example containing heterogeneous
information sources. Then, the definition of the knowledge
graph is provided. Finally, the balance of the collaborative
and the content-based information is analysed from a more
theoretical point of view. Section IV covers the calculation
methods operating on the knowledge graph as collaborative
filtering, spreading activation, recommendation spreading and
the human expert. Having the methods defined, the paradigm
of relatedness is discussed. Section V describes the dataset of
the experiment. Section VI discusses the evaluation method.
Section VII presents the results of the evaluation. Section VIII
concludes the paper and defines the directions of the further
research.

II. RELATED WORK

As mentioned in Section I, the methodology of the infor-
mation representation and the recommendation calculation is
clearly separated in our work. Section II-A focuses on the
evolution of recommendation techniques from the aspect of
involved information sources. Section II-B discusses various
calculation techniques operating on graphs. To emphasize the
hybridization capability of the knowledge graph, Section II-C
analyses various hybridization techniques of recommender
systems.

A. Representation
In this section we show various information representation

methods developed to model the increasing amount of infor-
mation sources involved into the recommendation calculation
process. Related work on this topic is organized to show the
evolution of information sources foreshadowing the need of a
more general information representation technique.

The information necessary to perform the traditional col-
laborative filtering method [10], i.e., the user preferences on
the items are represented in a matrix, which is typically sparse.
The rows of the matrix denote the users, the columns of the
matrix denote the items. The values of the matrix represent
the user preferences on items. Missing values in the matrix
refer the unknown or non-obtained preference values. The user
preference in this case is the user rating on the specific item.
The representation of the matrix of collaborative filtering is
discussed in Section III-A1.

Konstas et al. [11] work on music track recommendation
utilizing a graph based recommendation technique. In order to
increase the recommendation quality, Konstas et al. involve
tags into the recommendation scenario. The graph based
knowledge base assign a type to the nodes and the edges. The
approach is based on “user”, “music track” and “tag” node
types and “average user play count”, “user listened to”, “user
tagged” and “track is tagged” relation types. The knowledge
graph is represented as a partitioned adjacency matrix. Each
partition represents the appropriate relation type.

Contextual information is a very useful information source
to enhance the quality of the recommendations. To involve
the context into the recommendation process, a tensor based
information representation technique is applied typically. Such
approaches are conducted by, e.g., Hidasi et al. [12] and
Adomavicius et al. [13]. Their representation approach is a
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three dimensional tensor, the dimensions of the tensor are
“users”, “items” and “context information”. Looking at the
mentioned approach, the tensor based representation technique
can be treated as the clarification of the partitioned matrix
based method.

Referring to homophily [14] and social confluence [15],
the social network is a useful information source of recom-
mendation techniques. The social network is typically repre-
sented in a graph, where the nodes of the graph represent
the persons and the edges of the graph represent the social
relationships. Kazienko et al. [16] introduce a multi-layered
graph to represent the social network of the users in the
recommendation scenario. Each layer of the graph contains
homogeneous information, such as contact lists, tags, groups,
favourites and opinions.

To examine the representation, there are examples of both
the non-directed and the directed case. The application of
the directed social relationships is more visible in the years
of 2004-2006 in the trend of involving the trust network of
Epinions [17] into the recommendation process [18], [19],
[20]. To continue with the directed case, Guy et al. [21]
improve the weighting scheme of collaborative filtering by
deriving the weights also from the social ties. He et al. [22]
combines user attribute values, item attribute values and social
ties with a naı̈ve Bayes approach. Yang et al. [23] apply
Bayesian inference to social network in a distributed approach.
Gu et al. [24] apply matrix factorization to predict user-event
participation with the help of the social network.

The research results presented in this chapter show a
trend of involvement of an increasing number of information
sources. The evaluation of the methods show that additional
information can significantly increase the recommendation
quality. This collective finding motivated us to develop a
generalized information representation method, so that addi-
tional information sources can be added to the knowledge base
without the modification of the representation model. To cover
the problem, a graph based information representation method
has been elaborated, which is able to model the information
need of the calculation methods mentioned in this section.

Recent works show a remarkable progress on the research
of knowledge graph based recommendation techniques. Kouki
et al. [25] define the knowledge graph as a bipartite graph
of users and items allowing heterogeneous relations between
the nodes of the graph. Hu et al. [26] utilize a heterogeneous
social network to identify the leads. In their work, Hu et al.
introduce label propagation and analyse various path configu-
rations between the nodes of the graph. Catherine et al. [27]
apply a probabilistic logic approach to the knowledge graph
containing heterogeneous information. Burke et al. [28] present
a heterogeneous network of information working with various
two dimensional projections of the network.

Regarding to the current research on the knowledge graph,
our intention is to define the representation method as clear and
general. Our definition does not restrict the knowledge graph
to be bipartite but assigns a type to each node and to each
edge. Referring to the paradigm of relatedness as discussed in
Section IV-B, by our definition, the paths between the nodes
are not restricted by their type but are treated as relations in
general. Our framework also provides a method to incorporate
both the user and the item attributes. In addition, the defined

calculation methods do not work with graph projections but
are clearly graph oriented.

B. Methods
In this section, an overview of graph based recommen-

dation calculation techniques evolved is provided. Our goal
is to illustrate the potential of the graph based information
representation, as there are already various calculation methods
developed utilizing the information contained in the graph.
At first, random walk based methods are presented. Conduct-
ing a random walk is a straightforward method to deliver
recommendations utilizing reasonable computing capacities.
After that, propagation based methods are discussed in the
directed and also in the non-directed case. The advantage of
the propagation methods compared to the random walk method
is the elimination of the stochastic behaviour. The drawback
of the propagation is the computation intense implementation.
Then, network science related methods are presented to intro-
duce the non-personalized recommendation methods. Finally,
neural network methods are discussed to show the potential of
networks consisting of non-linear calculation units.

In this paper, spreading activation based recommendation
techniques are evaluated. The motivation behind is the fol-
lowing. In order to clearly see the performance of the graph
based representation, our intention is to eliminate the stochastic
behaviour. In addition, as our goal is to increase the coverage,
non-directed methods are involved, as directed paths lead to a
lower connectivity in the knowledge graph. Finally, spreading
activation has the capability to take both the distance and the
parallel paths in the graph into account.

1) Random Walk: Random walk methods treat the recom-
mendation problem as a stochastic process on a Markov chain.
To model a discrete time Markov chain with a graph based
knowledge base, the states and the transition probabilities for
the stochastic process are to be defined. Each node of the
directed graph can be assigned to a state in the Markovian
model. The transition probabilities from a specific state can be
defined by normalizing the weight of each outgoing edge with
the sum of the weights of the outgoing edges.

Jamali et al. [29] introduce the TrustWalker algorithm on
the Epinions dataset. They define the recommender graph as
the graph of the users, the edges of the graph are explicit
trust statements between users. The approach is to estimate
item ratings based on existing ratings of trusted or transitively
trusted users. To increase the coverage of rated items, the
method estimates the rating of a particular item based on the
rating of similar items. The item similarity is defined with
Pearson correlation. Their method is to conduct a random
walk on the graph to find a trusted user. The walk is to be
stopped based on a probability depending on the length of the
path, the user to rate for and the item to rate. The random
walk basically selects a suitable trusted user then it returns
the rating of the trusted user on the item in question. If the
specific item is not rated by the user, the method returns the
rating of a similar item. Jamali et al. emphasize an important
feature of the Trustwalker method, the ability to calculate a
confidence value for the estimated rating value. They define
the confidence as the variance of the rating estimation of
several random walks. As a random walk is definitely a
less resource exhaustive method than for example spreading
activation, a straightforward method to increase its precision
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is to run multiple instances and return an aggregated value of
the estimated ratings.

2) Trust Propagation: Trust propagation is a well re-
searched area. Several publications appeared in this field. Guha
et al [30] and Ziegler et al. [18] examine the propagation of
trust and distrust. Hess et al. [31] propagate trust on a two
layered recommendation graph. Golbeck [32] propagate trust
on a film trust database. The idea behind trust propagation
is to calculate recommendations based on trust relationships.
A well known web portal in this area, Epinions [17] allows
its users to rate items on the platform and explicitly express
trust in other users. Trust in this case means trusting in other
user’s opinion, namely the rating. The basic idea behind trust
propagation is to extend the direct trust relationship with a
transitive method and generate the recommendations with the
help of the extended trust metric. Applying graph related
methods in trust calculations foreshadows the application of
a more general, graph based knowledge base methods.

3) Spreading Activation: Spreading activation has been
introduced by Quillian [33] and is a common method in the
fields of associative networks [34], semantic networks and
neural networks. The method is defined iterative, where the
active nodes in the network activate their neighbouring nodes
in each iteration step. The method defines a decay factor also
for the node activations and for the spreading values. These
decay factors has to be tuned depending on the application
domain. The outcome of spreading activation is a list of graph
node and activation pairs. By sorting the activated nodes on
their activation in a descending order after the termination,
we come to a prioritized list of the recommended items. An
important property of the spreading activation algorithm is that
it takes into account the topology of the paths from the source
node to the recommended nodes by aggregating the spreading
value of the paths in parallel.

Ziegler et al. [35] introduce the AppleSeed method on the
Epinions dataset. The recommendation graph in this case is
the trust network with users in its nodes and weighted trust
statements in its edges. The goal of Ziegler et al. is to extend
the local trust statements from neighbouring nodes to farer
extent. An important feature of the AppleSeed Trust Metric is
the avoidance of the dead ends. A typical problem of spreading
activation methods is that nodes with zero outdegree have the
opportunity to capture the spreading values by accumulation.
To manage this problem, Ziegler et al. suggested backward
trust propagation. When backward trust propagation is applied,
a virtual edge is created from all nodes (except the source
node) to the source node. The aim of these virtual edges is
to trace back the activation to the source nodes. Based on the
virutal edges, the dead end nodes spread their activation to the
source and the accumulation of the activation can be avoided.

4) Network Science: Network science evolved methods
and measures to analyse huge and complex networks [36].
Such networks are for example public transport networks,
telecommunication networks, biological networks, sociological
and semantic networks.

In order to measure the importance of the nodes of
networks, network science developed various centrality mea-
sures. These measures represent the position or importance
of a node in the network. Such measures are for example:
degree centrality, closeness centrality, betweenness centrality

and eigenvector centrality. Degree centrality counts the edges
belonging to the node. Closeness centrality is the inverse of
farness, which is the sum of the length of paths from the node
to all other nodes. Betweenness centrality is the number of
how many times a node lays on the shortest path between
two nodes. Eigenvector centrality is proportional to the sum
of the eigenvector centralities of its neighbours, it is a recursive
definition and is calculated with the eigenvalue decomposition
of the adjacency matrix of the network. PageRank [37], a well
known measure for the nodes of large directed networks is
basically a walk in the graph with random restart.

The mentioned centrality measures define a global measure
for a network node. It means that the application of the
standard centrality measures is not suitable for personalized
recommendations. To illustrate the potential of network sci-
ence methods, Fogarasi et al. define a personalized PageRank
calculation method [38].

Jeong et al. [39] extend the traditional collaborative fil-
tering method with network science measures. Their recom-
mendation graph contains the social network of the users.
Their dataset contains YouTube web page visiting data, which
information is not incorporated into the network. In their
approach, Jeong et al. extend the weighting scheme of the
traditional collaborative filtering formula. The weights of the
original formula are based on implicit similarity between the
users, e.g., the Pearson correlation of the issued ratings on the
common rated items. Jeong et al. modify this implicit similarity
to a weighted sum of the implicit similarity and a network
science centrality measure. In their experiment, they evaluate
different weighting schemes and various centrality measures.
Their results show that incorporating network science measures
increase the precision of the recommendations, but also show
that the recommendation quality becomes weak if higher
weights are assigned to the network science measures. Jeong
et al. also found that degree centrality based recommendation
shows the highest performance. Referring to homophily [14]
and social confluence [15], persons in a social network with
high degree centrality have a high number of social network
connections and can be treated as influencers.

In addition to the case introduced by Jeong et al., a
potential application scenario of network science measures
are the global recommendations. In the cold start case, when
the actual recommendation technique is not capable to deliver
recommendations, in order to provide items to the particular, a
fallback method is necessary. The fallback method is inevitably
non-personalized, it provides high coverage and a lower preci-
sion. Such non-personalized recommendation techniques are,
e.g., recommending top selling items, most visited items or
most mentioned items. Network science provides alternative
methods to find top items in the set of recommendable items.

5) Neural Network: The common application areas of
neural networks are function approximation, regression, time
series prediction, classification novelty and anomaly detection.
Neural networks are the general and flexible tools of artificial
intelligence. According to Haykin [40], neural networks can be
represented with directed graphs, which makes neural networks
applicable in the field of graph based recommender systems.
A possible application represents the nodes of the graph with
artificial neurons and the edges of the graph with the synapses.
This representation assumes that the knowledge base of the
recommender system is a directed graph.
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a) Calculations: The application of artificial neural
networks is based on the calculation of the activations of
the neurons. The activations are calculated with the network
function. A typical network function is a simplified model
of how natural neurons work. The network function basically
calculates the activation of one neuron based on the neurons
on its input. It can be calculated by applying the activation
function to the weighted sum of the inputs of a neuron. To
make calculations more general a bias is also added to the
weighted sum. The network function is defined in Equation (1).

si(x) = ϕ(
∑
j

wijsj(x) + bi) (1)

where si(x) denotes the network function of neuron i, wij

denotes the weight of neuron j activating neuron i, bi denotes
the bias of neuron i and ϕ denotes the activation function,
which in most cases is a nonlinear function.

The calculation of the value of the network function is
an iterative process. In the initial step, depending on the
application, certain neurons are activated. The iteration steps
can be calculated either synchronously or asynchronously. The
synchronous method updates the activation of all the neurons
at once. The asynchronous method works with a predefined
order or based on random selection. The iterative process is
to be stopped after a certain limit of steps is reached or the
change of the activations is under a specific threshold value.

b) Architecture, Hidden Nodes: A neural network con-
sists of several information processing units, of the artificial
neurons. These units are simple and in most cases non-
linear. To make these information processing units able to
develop more sophisticated functions or transformations, they
are combined into different architectures as also described by
Bengio [41]. Several architectures of artificial neural networks
contain hidden nodes typically organized in hidden layers,
e.g., multi-layer feed-forward networks [42]. The application
of hidden nodes is to develop a more suitable mapping between
input and output nodes. In the case of a representation learning
problem, the role of the hidden nodes is feature extraction.

c) Training: The most powerful feature of artificial
neural networks is the ability to learn. Artificial neural net-
works achieve this task by training the synapse weights be-
tween the neurons of the neural network. There are several
methods to train a neural network. These methods can be
classified into three main categories, as supervised learning,
unsupervised learning and reinforcement learning.

Supervised learning systems are trained based on sample
input and the corresponding output values, which in the case
of recommender systems could mean user-item pairs, e.g., the
expressed explicit or implicit interest by the user on the specific
item.

Unsupervised learning in artificial neural networks can
be applied to develop internal representations of sample data
without any feedback to the system. Although recommender
systems are based on user interaction and we can take the
benefit of user feedback data to train a neural network based
recommender system, there are existing approaches to involve
unsupervised learning into the training process of neural
network based recommender systems. Unsupervised learning
systems can also be applied to develop internal or sparse

representation and can be used as data compression method
as a part of another recommender system architecture.

Reinforcement learning methods are applied in scenarios,
where the feedback is present after a certain operation steps.
For reinforcement learning methods there is no immediate
input-output training data available. When a feedback is spec-
ified to a reinforcement learning system, it adjusts its internal
representation according to the feedback value. An important
feature of reinforcement learning methods is that the outcome
of the operation is based on decisions in the past. The training
should affect also those components, which were responsible
for past decisions.

A prominent example of supervised learning is the error
back-propagation [43]. Error back-propagation is a common
training technique of multi-layered neural networks. Its mech-
anism is to adjust the synapse weights based on the error in the
output of the network. Error is propagated back in the layers
of the network by the influence of the neurons on the final
error.

An example of training synapse weights in the case of un-
supervised learning is Hebbian learning. Hebbian learning [44]
is based on the Hebbian theory in neuroscience. In a nutshell,
the rule can be explained as the synaptic binding increases
between two neurons if the neurons are activated together.
Equation (2) presents the formula of the Hebbian learning.

∆wij = F (yi, xj) (2)

where ∆wij is the change of weight of neuron j activating
neuron i, yi is the postsynaptic signal of neuron i, xj is the
presynaptic signal of neuron j and F is the learning function,
e.g., F (x, y) = η(xy).

d) Hopfield Network: Originally, Hopfield
networks [45] are intended to be used as associative
memory and noisy pattern recognition methods. Hopfield
networks are basically recurrent artificial neural networks.
The Hopfield network is not a feed-forward and is not a
layered neural network. The two important properties of
Hopfield networks are: the synaptic weights are symmetric
(wij = wji,∀i, j) and no unit has connection with itself
(wii = 0,∀i), where wij denotes the synaptic influence of the
neuron j to the input of neuron i. Equation (3) presents the
network function applied in Hopfield networks.

s
(H)
i (x) =

{
1 :

∑
j wijsj(x) ≥ θi

−1 :
∑

j wijsj(x) < θi
(3)

where si(x) is value of the network function of neuron i, wij

is the weight of neuron j activating neuron i and θi.
A well known problem of Hopfield networks can be derived

from its iterative training method. It is not guaranteed that
Hopfield networks converge to the global optima.

To see a concrete example, Huang et al. [46] define a
two layer artificial neural network. A layer is defined for
the customers and a layer is defined for the items. The
relations between the customers are calculated by demography
similarity, the relations between the items are calculated by
content similarity, the relations between the layers are defined
by the purchase events. Huang et al. calculate the recom-
mendations by applying the Hopfield Net algorithm. In their
experiment, the network is not trained, the network is used
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only for calculation. Their evaluation results show increased
recommendation quality.

e) Boltzmann Machine: A Boltzmann machine [47] is
a stochastic recurrent neural network. Boltzmann machines
consist of stochastic neurons. The neurons can be in either
in the state 1 or 0. The Boltzmann machine defines symmetric
synaptic connections between its neurons. The neurons of a
Boltzmann machine are divided into two classes, as visible
and hidden neurons. The visible neurons receive the training
input, the hidden neurons develop the internal representation
based on the training samples. The task of the hidden neurons
is to explain the underlying constraints of the visible neurons.
Boltzmann Machines are trained with the gradient descent
method.

Salakhutdinov et al. [48] utilize the Restricted Boltzmann
machine to generate recommendations. Salakhutdinov et al.
create a separate Boltzmann machine for each user. The visible
nodes represent recommendable items, the hidden nodes repre-
sent features developed by the Boltzmann machine. Salakhut-
dinov et al. apply a conditional multinomial distribution in
their a pivot model, and enhance the pivot model by modelling
the distribution of the hidden units with Gaussian distribution
and finally introduce the Conditional Restricted Boltzmann
Machine to incorporate additional information into their model.
In the latter case, the model can be treated as a multilayer
stochastic neural network. Salakhutdinov et al. define the cal-
culation of recommendations as a prediction on a probabilistic
graph model. To generate a prediction, they join all Restricted
Boltzmann Machines to generate the estimation for each rating
value. By joining the restricted Boltzmann machines developed
on a per user basis, Salakhutdinov come to a large stochastic
neural network, where the joint distributions are trained on
an individual level. The final rating value is generated by
calculating an estimated value of the estimated distribution on
rating values. Referring to their results, Salakhutdinov et al.
managed to reach an error rate 6% better than the score of
Netflix’s own system.

C. Hybridization
The basic motivation behind hybridization techniques is to

alloy different recommendation methods in order to eliminate
their drawbacks and to combine their strengths. A comprehen-
sive study about various hybridization techniques is provided
by Burke et al. [49]. In their work, Burke et al. define
the classic hybridization techniques as weighted, switching,
mixed, feature combination, cascade, feature augmentation and
meta-level hybridization. Weighted hybridization combines the
preference estimations of various techniques to produce rec-
ommendations. A state of the art example of the weighted
hybridization is presented by Dooms et al. [50]. Dooms et al.
claim that their recommender system is also tested against real-
world requirements. Switching hybridization switches between
the various methods based on the context. Mixed hybridization
present the combination of recommendation lists of multiple
methods to the user. Feature combination merges the features
found in different datasets for a particular method. Cascading
hybridization follows a sequential architecture of recommenda-
tion methods, where the output of a technique acts as the input
of the next technique in the pipeline. Feature augmentation
based hybridization is similar to the cascade method but
the output of the preceding method are features and not

recommendations. In the case of the meta-level hybridization,
the trained model is shared between the methods.

To summarize the classic recommendation techniques,
typically, the hybridization is conducted at the calculation
level. The information shared between the methods are the
recommendations themselves or the trained model of the
particular method. The exception is the feature combination
hybridization, where the information sources are alloyed at
the information representation level. This is the point where
our work is related to the results of Burke et al. Our goal
is to provide a general information representation technique
to alloy heterogeneous information sources, thus to define
the hybridization at the information representation level. This
is the reason why the methods operating on the alloyed
information sources are inherently hybrid methods.

The knowledge graph is capable to incorporate heteroge-
neous information sources and to act as the background of
hybridization at the representation level. Kouki et al. [25]
utilize the knowledge graph to combine multiple different
sources into a single unified model. Burke et al. [28] define a
heterogeneous graph calculating the recommendations with the
help of two dimensional projections of the graph. In contrast to
the representation method of Kouki et al., we provide a more
general definition of the knowledge graph and examine the
performance of the calculation methods in this more general
environment. Referring to the results of Burke et al., the
information is modelled in a heterogeneous knowledge graph
but in our case, the recommendation methods operate clearly
on the graph.

III. REPRESENTATION

This section discusses the information representation
method. Our intention is to define a modelling technique,
which (i) is general, (ii) is capable to model heterogeneous
information sources, (iii) defines a hybridization at the repre-
sentation level and (iv) has the potential to eliminate the cold
start problem.

By definition, the generalization of the information rep-
resentation should cover the major classic recommendation
classes as collaborative filtering, content-based filtering and
knowledge based approaches. The question is how the combi-
nation of the information sources is modelled in the knowledge
graph. Section III-A covers this topic by discussing each clas-
sic case and also how the information representation technique
alloys the different knowledge representation approaches.

An important consequence of working with generalized
representation is the increase in the amount of information
to be processed by the calculation methods. Referring to
Section II-A, based on the experiments in the past, additional
information sources typically increase the recommendation
quality. Looking at the problem from the opposite point of
view, the more information sources are modelled, the less the
calculation methods are constrained by the lack of information.
Based on an information rich knowledge base, the calculation
methods have the possibility to select the useful information
sources and avoid the misleading ones. Following this strategy,
our intention is to represent as much information as possible,
in order not to constrain the recommendation methods in
achieving high coverage.

The increase in the amount of information managed by
the knowledge graph also leads to a possible decrease in the
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number of cold start cases. Graph based calculation methods
are indirectly or directly based on the existence of a path or
paths between the user and the item in question. Increasing
the amount of information sources leads to a more dense graph
meaning a higher probability of the existence of a path between
two specific nodes.

Generalizing the information sources means operating
with heterogeneous information. In the beginning of our re-
search [51] the question has been posed if is it even possible
to deliver recommendations based on heterogeneous informa-
tion sources. Our past results [3], [1] prove that combining
heterogeneous information sources leads to an increase in the
recommendation quality, as the error rate converges faster, the
coverage is higher and top list recommendations are more
relevant to the user than in the case of the benchmark methods.

A. Classic Methods & Hybridization
A widely known categorization of recommender systems

also described by Jannach et al. [52] introduces three main
categories of recommender systems: collaborative filtering,
content-based filtering and knowledge-based methods, which
categorization we refer to as the classic methods. Jannach
et al. also describe various hybridization techniques. These
techniques combine different recommendation methods to raise
the efficiency of the individual methods. As the main advan-
tage of the graph based representation is the capability to
model various information representation scenarios, in order
to demonstrate its potential, in this section we show how the
information source of classic recommendation cases are to be
represented in a graph and also provide an example of alloying
the discussed representation cases.

Figure 1. Collaborative Filtering Network

1) Collaborative Filtering: The idea behind collaborative
filtering is to find people similar to the user the recommenda-
tions are generated for. The similarity is based on the rating
values based on the commonly rated items. Having the similar
users found, the next step is to calculate a rating estimation for
the items rated only by the similar users but not rated by the
user in question. The rating is a weighted average of the known
rating values issued by the similar users. The weights are the
similarities. An important property of collaborative filtering is

that the method works with one type of relation between the
entities, the rating relation. Despite its simplicity, collaborative
filtering is proven to show high performance compared to other
recommendation techniques. The weakness of the method is
the information sparse case, when the knowledge base does not
contain a sufficient number of user interactions to calculate the
recommendations from.

Figure 1 presents a sample scenario of the graph based
representation of the information necessary to produce recom-
mendations utilizing the collaborative filtering technique. The
graph contains users and items in its nodes and ratings in its
relations. The nodes denoted with u represent the users. The
nodes denoted with i represent the items. The relations denoted
with r represent the ratings of the specific user on the specific
rating.

In the sample scenario we would like to find recommended
items for u1. In our case u1 expressed interest on i1, i2 and
i3. In the graph based case, the similar taste is represented in
the graph by expressed interest on the same items. As u1 is
interested in i1 and i2 and u2 is also interested in i1 and i2,
the users can be treated similar. The degree of the similarity
depends on the rating values assigned to r1, r2, r4 and r5.
Similarly, u1 is interested in i3, u3 is also interested in i3,
the users can also be treated similar. The degree of similarity
in this case depends on the value assigned to r3 and r6. To
calculate the rating estimation for u1 on i4, the r7 and the r8
is to be averaged. The weights are determined by the degree
of similarity.

In the graph based case, this relation does not necessarily
have to be a rating relation. In our research, we work with
the more general concept of user interest, which covers, e.g.,
a purchase event, a rating event or a clicked on event. The
concrete type of interest depends on the application domain.

Figure 2. Content-based Filtering Network

2) Content-based Filtering: A general content-based filter-
ing method operates with two types of relationships. In the
first step, content-based filtering finds the items the particular
user already expressed interest in. Then, in the second step, the
methods recommends items, which are similar to the already
known items. To accomplish this task, content-based filtering
needs a similarity or distance measure between the items.

To simplify the explanation, the interest in our example is
concreted as the user rating relation. Similarly to the collab-
orative filtering case, Figure 2 shows a sample scenario of a
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content-based filtering recommendation case. The graph con-
tains users and items in its nodes and ratings and similarities
in its relations. The nodes denoted with u represent the users.
The nodes denoted with i represent the items. The relations
denoted with r represent the ratings of the specific user on
the specific item. The relations denoted with s represent the
similarity of the items the relation starts and ends at.

To recommend items for u1, the items the user already
expressed interest in can be found by following the rating
relations r1 and r2 and come to items i1 and i2. The similar
items are to be found by the relations s1, s2 and s3. Finally, the
method recommends items i1, i2 and i3. The preference order
of the recommended items depends on the concrete rating and
similarity values.

Looking at the scenario above, in order to generate rec-
ommendations, content-based filtering requires both user in-
teraction and information about the items to recommend.
Comparing content-based filtering to collaborative filtering, the
latter method requires less user interaction in order to be able
to deliver recommendations.

Figure 3. Knowledge-based Network

3) Knowledge-based Recommendation: The applications
of quantitative decision support [53], reasoning [54] and
decision tree [55] can also be treated as knowledge-based
recommendation techniques. In order to conduct knowledge-
based recommendation methods, available knowledge on the
application domain should be present.

The application of knowledge-based techniques typically
requires the users to specify their interest via interaction in
order to avoid the cold-start problem. Neidhardt et al [56]
requires the users to specify their travel destination inter-
ests by selecting multiple pictures representing the factors
of travel destination representation. These methods typically
also involve a user interface solution to acquire the required
information. An illustrative example of user interaction is the
constraint based recommendation [57], e.g., the approach of
Felfernig et al. [58]. Regarding its methods, knowledge-based
recommendation is a diverse and heterogeneous area. Although
graphs are suitable to represent decision tree and rule based
system based recommendation cases, we do not cover this

direction. In our work we focus on representing user attributes,
item attributes and domain knowledge.

Figure 3 illustrates a sample scenario of a knowledge-
based recommendation method. The graph contains nodes rep-
resenting users, items and attribute values. The node denoted
with u represent the user. The nodes denoted with i represent
the items. The nodes denoted with v represent the attribute
values. Our representation technique assigns a node to each
attribute value. We refer to these nodes as attribute nodes.
Attribute value nodes represent the concrete values of attribute
nodes. For example, in order to represent cloth sizes, the
knowledge base should contain a node for size “S”, “M” and
“L”, respectively. The relations denoted with r represent the
ratings of the specific user on the specific item. The relations
denoted with a represent that the specific item has a the specific
attribute value.

In the sample scenario we would like to find recommended
items for u1. As the figure shows, u1 expressed interest in i1
and i2. Items i1 and i3 share the attribute value v1. Items i2,
i4 and i5 share the attribute value v2. The preference order
of the recommended items depends on the concrete rating
values and also on the calculation method whether it takes
into consideration the number of outgoing edges of attribute
nodes.

Figure 4. Hybrid Network

4) Hybridization: The primary goal of the hybridization
techniques is to combine different recommendation methods to
achieve better performance and to avoid the pitfalls, e.g., the
cold-start effect. To accomplish this task, various hybridization
techniques were evolved in the past decades of recommender
systems research. To mention some techniques, the scoring of
the source engines can be combined by for example weighting,
switching or mixing. More advanced techniques are feature
combination, cascading, feature augmentation or meta-level
hybridization [49]. In our research, we work with a hybridiza-
tion technique, which incorporates the existing information
at the information representation level. We assume that more
general calculation methods can be developed by moving the
hybridization technique to the information representation level.

Figure 4 presents a sample network representing heteroge-
neous information. In this example we show how to merge the
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information types presented in the previous 3 sections. The
graph contains nodes representing users, items and attribute
values. The nodes denoted with u represent the users. The
nodes denoted with i represent the items. The nodes denoted
with v represent the attribute values. The edges denoted with
r represent the ratings of the specific user on the specific item.
The edges denoted with a represent that the specific item has a
the specific attribute value. The edges denoted with s represent
the similarity of the items the relation starts and ends at.

In the example, we would like to recommend items for u1.
The user expressed interest in items i1, i2 and i3. Items i1 and
i4 share the attribute values v1 and v2. Items i1 and i5 share
the attribute value v2. Users u1 and u2 share their interest on
items i2 and i3. The similarity of i2 and i5 is represented with
s1.

The paths between u1 and i4 (r1, a1, a3 and r1, a2, a4)
represent a knowledge-based recommendation case. The paths
between u1 and i5 are more heterogeneous. The path r1, a2, a5
represents a knowledge-based case. The path r2, s1 represents
a content-based case. The paths r2, r4, r6 and r3, r5, r6 rep-
resent two collaborative filtering cases. The example shows
a recommendation scenario based on heterogeneous informa-
tion. Moreover, the graph incorporates the information types
necessary to conduct classic recommendation techniques.

B. An Information Rich Example
The previous section covered the information sources of

the classic methods. In this section we would like to present
an imaginary scenario, the recommendation case of perfumes.
The example presents a more complex case illustrating the
possibilities of the graph based representation.

Due to personal reasons, Eve wants to try a new perfume
in order to replace her current one, Orienta. She already did
a research. The two possible candidates are Pinky and Fracca.
Asking her boyfriend, Peter, he recommends Pinky. She also
asks her friend, Irene but she has no experience with the men-
tioned fragrances. To help Eve, Irene asks her friends, Petra
and Sarah. Petra recommends Pinky. Sarah prefers Fracca.
As Eve wants to make a substantial decision, she further
analyses the products to find out that Fracca is produced in
Paris and Orienta is produced in Angers. To generalize it,
these perfumes are produced in France. In addition to other
components, Orienta contains Musk and Amber. Eve prefers
Musk to Amber. Musk can also be found in Pinky and Amber
can also be found in Fracca. [51]

Figure 5 visualizes the perfume scenario. The recommenda-
tion case contains various types of information. The dark blue
edges represent the social network of the example. The social
relationships can also be detailed, as the “in relation” and
“friends” relation types show. The persons involved are Eve,
Peter, Irene, Petra and Sarah. Referring to social influence,
the relations between Eve and Irene and then Irene and Petra
illustrate the transitivity of the social relations. Relations of
type “like” and “dislike” illustrate the user-item interactions,
which is an example of the collaborative case. The relations
of type “component of”, “produced in” and “located in” stand
for the example of knowledge based recommendations. The
“ARM” type stands for the association rule mining, illustrating
that aggregated information can also be involved into the
recommendation process. To conclude it, the example presents

a combination of information sources of social networks, col-
laborative methods, knowledge-base methods and association
rule mining.

C. Definition

Based on the issues discussed in the previous sections, this
section presents the definition of the information representation
method, as we refer to it, the knowledge graph. Depending on
the application scenario, the definition is provided for both the
directed and the undirected case. The knowledge graph is a
labelled, weighted, restricted multi-graph.

1) The Directed Case: Equation (4) presents the definition
of the directed knowledge graph.

Kd = (Tn, Te, N,Ed, tn, ted , red), (4)

where N denotes the set of nodes existing in the graph. Ed ⊆
{(u, v)|u ∈ N ∧ v ∈ N ∧ u 6= v} denotes the set of directed
edges between the nodes. Tn denotes the set of node types.
Te denotes the set of edge types. The function tn ⊂ N × Tn
assigns a node type to each node. The function ted ⊂ Ed×Te
assigns an edge type to each edge. The partial function red ⊂
Ed × R assigns a rating value to some of the edges.

Equation (5) introduces the set of directed edges of type
rating.

Ed,Rating = {e ∈ Ed|ted(e) = Rating} (5)

2) The Undirected Case: Equation (6) presents the defini-
tion of the undirected knowledge graph.

Ku = (Tn, Te, N,Eu, tn, teu , reu), (6)

where Eu ⊆ {{u, v}|u ∈ N ∧ v ∈ N ∧ u 6= v} denotes
the set of undirected edges between the nodes. The function
teu ⊂ Eu × Te assigns an edge type to each edge. The partial
function reu ⊂ Eu × R assigns a rating value to some of the
edges.

Equation (7) introduces the set of directed edges of type
rating.

Eu,Rating = {e ∈ Eu|teu(e) = Rating} (7)

3) Further Definitions: Equation (8) introduces the set of
nodes of type Person. Equation (9) introduces the set of
nodes of type Item.

NPerson = {n ∈ N |tn(n) = Person} (8)

NItem = {n ∈ N |tn(n) = Item} (9)

At the moment, type assignments do not influence the final
recommendation result and are introduced for completeness
and further research.
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Figure 5. A Heterogeneous Recommendation Scenario

D. The Balance of the Hybridization
To summarize the previous sections, the knowledge graph

is capable to represent the information necessary to con-
duct both collaborative filtering, content-based filtering and
knowledge based recommendation. The hybridization of the
information sources is conducted at the representation level.

Looking at the origin of the information, the information
sources can be classified as static and user generated. Static
information is defined as the content-based and the knowledge
based information. This information is typically supplied by
knowledge workers of the software system the recommender
system is attached to. The user generated information is
described as the information derived from the interaction of
the users with the software system (in most cases the items).

TABLE I. Count of graph edges by type in the MovieLens dataset

Edge type Count
PersonAgeCategory 6 040
PersonGender 6 040
PersonOccupation 6 040
PersonZipCodeRegion 6 040
ItemGenre 6 408
ItemYearOfPublishing 3 883
ItemRating 1 000 209

To illustrate the amount of information the calculation
methods operate on, Table I presents the amount of edges
by edge type in the MovieLens 1M dataset [6] represented
in the knowledge graph as described in one of our previous
papers [3]. The total number of static edges is 34 451. The
total number of user generated edges is 1 000 209. The example
shows that the magnitude of the amount of the user generated
edges is significantly higher than the magnitude of the amount
of the static edges, which case is typical in the case of real-
world applications.

Referring to one of our principles, a properly defined
calculation method should treat the information sources as
general. The method should not distinguish the information
source types at the algorithmic level. If the calculation method
meets this condition, the behaviour of the method depends
on the magnitude of the amount of information found in the
knowledge graph. In the information sparse case, when the
knowledge graph is sparse on user generated information and
relatively rich on static information, the calculation method
tends to be more content-based or knowledge-based. As the
users start to interact with the system, the user generated
content will be emphasized and the calculation methods will
behave more like the collaborative methods.

The main advantage of the knowledge graph can be de-
scribed from this aspect. If there is not enough user generated
information available, the methods automatically focus on the
static information. In the case of a vast of user interaction
in the graph, the behaviour of the methods become more
collaborative like.

IV. METHODS

This section provides definition of the methods in the
knowledge graph based case. The experiments conducted are
organized to evaluate the spreading activation, network science
based methods and the performance of the human expert. The
methods collaborative filtering and recommendation spreading
are also covered, in order to illustrate the paradigm of relat-
edness [2]. Some methods deliver personalized recommenda-
tions, some methods are non-personalized. The involvement of
non-personalized methods is discussed in Section VI.

A. Definitions
1) Collaborative Filtering: Figure 6 illustrates the col-

laborative filtering method [59] in the graph based case.
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Figure 6. Collaborative Filtering

The graph contains users and items. Nodes denoted with u
represent the users. Nodes denoted with i represent the items.
Edges represent the user ratings on the items. As collaborative
filtering derives its calculations based on rating values, only
the edges of type Rating are necessary to calculate the rating
estimation. These edges are denoted with grey colour.

In the graph based case, collaborative filtering can be
calculated in two phases. In the first phase, the users having
a common rated item with the user in question should be
selected. In the second phase, the rating estimations are to
be calculated for the items rated by the selected users but not
by the user in question.

Equation (10) provides the definition of the rating estima-
tion formula of the collaborative filtering method in the case
of the undirected knowledge graph, Ku. The rating estimation
is provided for user u on item i.

r̂u,i = r̄u +

∑
e∈Eu,Rating,{v,i}=e,u6=v (r(e)− r̄v)su,v∑

e∈Eu,Rating,{v,i}=e,u6=v su,v
, (10)

where r̂u,i denotes the estimated rating value for user u, u ∈
NPerson on item i, i ∈ NItem. r̄u denotes the average of the
already issued ratings by user u, u ∈ NPerson. su,v denotes the
similarity between user u and v, u ∈ NPerson, v ∈ NPerson

and is defined as the Pearson similarity of the issued ratings
by the users on the common rated items.

To summarize it, collaborative filtering is a rating estima-
tion method. Its essence is to calculate a weighted average of
the known rating values, where the weight of a specific rating
is defined as the similarity of the issuer of the rating to the
user in question. Another important feature of the collaborative
filtering method is that it averages the rating values after
subtracting the average of the ratings issued by the user from
each rating value.

2) Spreading Activation: Figure 7 illustrates the spreading
activation method [33]. The example graph contains users, user
attributes, items and item attributes. Nodes denoted with u
represent the users. Nodes denoted with i represent the items.
The node with caption “25 yrs” illustrates a concrete user
attribute value. The node with caption “Drama” illustrates a
concrete item attribute value. Edges of colour gray represent

Figure 7. Spreading Activation

the user ratings on the items. Edges of colour red represent that
the specific user has the specific user attribute value. Edges of
colour yellow represent that the specific item has the specific
item attribute value. In contrast to collaborative filtering,
spreading activation utilizes all edges in the knowledge graph
regardless of their respective type.

As already mentioned in Section II-B3, spreading acti-
vation operates on a graph. To calculate recommendations
with the method on the undirected knowledge graph (Ku),
an activation value is calculated for the nodes of the graph.
Equation (11) defines the activation score function.

a(k) ⊂ N ×R, (11)

where k denotes the iteration step.
In the initial step of the calculation, the activation of the

node representing the user the recommendations are to be
generated for is set to 1. The activation of all the other nodes
is set to 0 as described in Equation (12).

a(0)(n) =

{
1 : n = ns
0 : n 6= ns

(12)

where ns denotes the node represents the user to generate the
recommendations for. This node is to be referred as the source
node.

Spreading activation is an iterative method. In each it-
eration step, a part of the activation is kept at the node,
and another part of the activation is propagated to its neigh-
bours. The former amount is determined by the activation
relax (ra) parameter. The latter amount is determined by
the spreading relax (rs) parameter. The propagated ac-
tivation is divided among the neighbour nodes equally. Equa-
tion (13) defines the propagation of the activation.

a(k+1)(n) = raa(k)(n) + rs
∑

m∈Mn

a(k)(m)

zm
, (13)

where k denotes the iteration step, k > 0. Mn denotes the
neighbour nodes of n, Mn = {m|{m,n} ∈ Eu}. zm denotes
the count of neighbours of m, zm = |{p|{m, p} ∈ Eu}|.
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The termination criteria is step based. If the iteration
reaches the specified step limit (c), the propagation stops.

To summarize it, spreading activation basically calculates a
proximity value in the graph. As the activation is relaxed with
the length of the path between two nodes, the activation value
of a node depends on its distance from the source node. As the
parallel paths between two nodes result in the accumulation of
the activation spreading to the node, spreading activation takes
the structure of the graph also into consideration.

Figure 8. Recommendation Spreading

3) Recommendation Spreading: Figure 8 illustrates the rec-
ommendation spreading method introduced by Grad-Gyenge
et al. [3]. The example graph contains users, user attributes
and items. Nodes denoted with u represent the users. Nodes
denoted with i represent the items. The node with caption “25
yrs” illustrates a concrete user attribute value. Edges of colour
gray represent the user ratings on the items. Edges of colour
red represent that the specific user has the specific user attribute
value. In contrast to spreading activation, recommendation
spreading utilizes all types of edges in the knowledge graph
with one constraint. The last edge of the path leading to the
recommended item should have the type Rating.

Recommendation spreading operates on the undirected
knowledge graph (Ku). The method is basically the general-
ization of the collaborative filtering for the graph based case.
The method modifies the classic collaborative filtering formula
by defining the weights of the averaged rating values based on
the structure of the graph. Recommendation spreading is a
spreading activation based method running the same iteration
to propagate the activation values. During the iteration, the ac-
tivation flown through each edge is summarized. Equation (14)
defines the weights of the rating values.

Ae =
∑

i∈[0,c−1],n∈e,n∈NPerson

rs
a(i)(n)

zn
, (14)

where e denotes the edge to summarize the flown through
activations for, e ∈ Eu,Rating.

To estimate the rating values, recommendation spreading
uses the sum of the flown through activations as the weight
of the rating value of the corresponding edge. Equation (15)
provides the formula of recommendation spreading.

r̂u,i = r̄u +

∑
e∈Eu,Rating,{v,i}=e,u6=v (r(e)− r̄v)Ae∑

e∈Eu,Rating,{v,i}=e,u 6=v Ae
. (15)

4) Network Science: In the cold-start case, when person-
alized recommendation is not possible due to the lack of
information about the user in question, non-personalized rec-
ommendation is necessary. Non-personalized recommendation
can be conducted e.g, by presenting top selling or hand-picked
items. Network science centrality measures provide a possible
alternative to the mentioned methods.

Network science [36] developed several centrality measures
to assign a number to the nodes of a graph representing the
importance of each node based on its position. In our ex-
periments, degree centrality, closeness centrality, betweenness
centrality and eigenvector centrality based recommendations
are analysed. The mentioned measures are introduced in Sec-
tion II-B4.

To calculate non-personalized recommendations, the in-
volved network science centrality measures are calculated on
the directed knowledge graph (Kd). The relevance order of the
nodes is determined by the centrality score of the nodes.

5) Human Expert: Human expert based recommendations
are also involved in the experiment, to act as the baseline
method. As human expert based personalization is not fea-
sible due to capacity and financial constraints, the method
is managed as non-personalized. As described in Section VI,
the evaluation of the methods is organized into campaigns.
The human expert provided a list of recommended items,
thus the same list of items is offered to all users in the
same campaign. The recommended items are selected based
on publicly available best seller lists, domain knowledge and
market experience.

B. The Paradigm of Relatedness
Looking at Figure 6, Figure 8 and Figure 7, collaborative

filtering, recommendation spreading and spreading activation
can be compared from the aspect of constraints on the paths
between the nodes representing the entities of the recommen-
dation scenario. To illustrate the constraints on the paths, the
edges of different types are denoted with different colours.

Collaborative filtering essentially operates only with re-
lations of type Rating. In the case of recommendation
spreading, the edges in the path between the users and the
items are less constrained. There is no constraint on the type
of the edges except for the last edge of the path, which edge
has to be the type of Rating. Spreading activation defines
no constraint on the type of the edges in the paths.

The reason behind the existence of these constraints can
be found in the different purpose of the methods. The goal
of collaborative filtering and recommendation spreading is to
generate rating estimations. To generalize the concept “user
ratings”, we introduce the concept “user interest”. User interest
can be any explicit or implicit user interaction on the items.
Looking at representation learning (e.g., SVD) based methods,
these methods find the latent factors of the user interest space.
In other words, these methods are based on and are constrained
by the paradigm of user interest.

The goal of spreading activation is to assign preference
scores to the nodes. To achieve this task, spreading activation
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operates on the generalized knowledge base, where different
types of relations are represented at the same generalization
level. Looking at the entities of the recommendation scenario
represented as the nodes of the graph, we introduce the concept
of relatedness, the relatedness of the entities of the recom-
mendation scenario. The concept of relatedness incorporates
two important features, the generalization and the transitivity.
The generalization has already been discussed. To illustrate the
transitivity of the relatedness with concrete examples, an item
can be recommended because it is similar to an already bought
item or because the friend of the user likes it. As spreading
activation is general and is also transitive regarding its calcu-
lations, it is based on the paradigm of relatedness. To provide
further explanation, Grad-Gyenge et al. [2] demonstrate the
paradigm of relatedness on the MovieLens dataset [6].

V. DATASET

During the evaluation period, the portal offered 117 367
books to its visitors. The electronic commerce system is based
on a relational database, thus its data is to be transferred
and transformed into the knowledge graph. To fulfil this task,
the portal is integrated with PartnerMail via its web based
API. The PartnerMail API provides methods to manage the
knowledge graph by inserting, updating and deleting the nodes
and the relations of the graph. Based on the integration, the
user data, item data and user interactions are transferred to the
knowledge graph in real-time.

The database of Booker [9] contains users, books, user
attributes, book attribues, user interactions and the book cate-
gory tree. The attributes of the users are hometown and birth
year. These attributes are specified by the user and are not
mandatory fields. Book attributes are author, publisher, year
of publishing, number of pages and price. These attributes
are specified by the distributor of the books and are typically
specified. The books are organized into a tree-like category
structure by the knowledge workers of the portal. The portal
also contains a wish-list feature. With the help of the wish-list,
users can maintain a list of books intending to buy.

To model the available information in the knowledge graph,
each user and each item is represented with a node. As also
discussed in Section III-A2, a node is created for each attribute
value. The nodes representing the users and the items are
connected to these nodes representing attribute values with an
edge of the appropriate type. In some cases, an item can have
multiple attribute values. In this case, the item is connected
to multiple attribute nodes. Such case is for example a book
having multiple authors. The representation of the category tree
is straightforward in the graph based case. A node is created for
each category and each subcategory. The nodes are connected
then with the edges of the appropriate type.

In order to cover also the user interactions, different kind
of relations between the users and the books are stored in
the knowledge base. The user interactions can be classified
as expressing explicit or implicit interest. For example, if a
user visits the web page containing the description of a book,
an edge is inserted into the knowledge graph to represent the
implicit interest. If a user puts items to their wish-list, the
inserted edge represent an explicitly expressed interest.

The information is represented in the knowledge base
as defined in Section III. Table II presents the node types
introduced to store the entities of the recommendation scenario

TABLE II. Node Types and Occurrences.

Type Count
Person 17 134
HomeTown 105
BirthYear 7
Item 117 367
Author 45 918
Publisher 6 351
YearOfPublishing 67
NumberOfPages 5
PriceCategory 5
ItemCategory 598

and also the occurrence counts of the nodes. Nodes of type
Person represent the users of the system, as customers and
persons signed up to the newsletter. Nodes of type HomeTown
represent the hometown of the persons. A node is created
for each hometown. Nodes of type BirthYear represent
the birth year of the persons, e.g., 1978. A node is created
for each birth year. Nodes of type Item represent the books
offered to the users, e.g., Manga and Hieronymus Bosch.
Nodes of type Author represent the authors of the books, e.g.,
Kurt Vonnegut and John Updike. A book can have
multiple authors. Nodes of type Publisher represent the
publisher of the bookes, e.g., Osiris Publishing and A
& C Black. Nodes of type YearOfPublishing represent
the year of publishing of the books, e.g., 2007. Based on
the consultations with the experts of Booker, the number of
pages of the books is organized into categories. The following
categories are defined 0-60, 61-100, 101-200, 201-500
and 501-1000. Nodes of type NumberOfPages these
categories. Similarly to page number categories, price cate-
gories are also defined as 0-1000, 0-3000, 1001-3000,
3001-6000 and 6001-10000. As the defined categories
are overlapping, a book can belong to multiple categories,
similarly like in the case of the author. Nodes of type
ItemCategory represent the main and subcategories defined
by the knowledge engineers of Booker. Such categories are for
example travel, art and religion.

TABLE III. Edge Types and Occurrences.

Type Count
PersonBirthYear 8
PersonHomeTown 175
ItemAuthor 127 613
ItemCategory 30 800
ItemNumberOfPages 112 524
ItemPriceCategory 212 473
ItemPublisher 116 746
ItemYearOfPublishing 96 653
BoughtItem 22 064
OnWishList 2 972
ItemVisited 4 590
SubCategory 486

Table III presents the edge types introduced to store the
relations between the entities of the recommendation scenario
and also the occurrence counts of the edges.

Relations of type PersonBirthYear between nodes
of type Person and nodes of type PersonBirthYear
connects the specific persons to their birth year. Relations
of type PersonHomeTown between nodes of type Person
and nodes of type HomeTown connects the specific per-
sons to their hometown. Relations of type ItemAuthor
between nodes of type Item and nodes of type Author
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connects the specific book to its author or authors. Rela-
tions of type ItemCategory between nodes of type Item
and nodes of type ItemCategory connects the books to
their appropriate category or categories. Relations of type
ItemNumberOfPages between nodes of type Item and
nodes of type NumberOfPages connects the items to their
appropriate page category or categories. Relations of type
ItemPriceCategory between nodes of type Item and
nodes of type PriceCategory connects the items to their
appropriate price category or categories. Relations of type
ItemPublisher between nodes of type Item and nodes of
type Publisher represent connects the books to their pub-
lisher. Relations of type ItemYearOfPublishing between
nodes of type Item and nodes of type YearOfPublishing
connects the books to their year of publishing. Relations of
type SubCategory between nodes of type ItemCategory
connects the subcategories to their higher level category. Rela-
tions of type BoughtItem between nodes of type Person
and nodes of type Item represent the purchase interaction. Re-
lations of type OnWishList between nodes of type Person
and nodes of type Item represent the wish-list interaction.
Relations of type ItemVisited between nodes of type
Person and nodes of type Item represent the interaction
the user visited the web page of the book.

To interpret the amount of edges presented in Table III,
in can be read that the knowledge base is rich on item
attributes but is sparse on person attributes. The reason for
it is the different source of the information. The item at-
tributes are presented by the publishing companies, while
the user attributes are described by the users. The wish-
lists are also densely populated. The number of edges of
type ItemAuthor is higher than the number of nodes of
type Item. The difference illustrates that certain books have
multiple authors. The difference between the count of edges of
type ItemNumberOfPages and ItemPublisher shows
that the item attributes are not specified for all items. The
higher number of ItemPriceCategory is caused by the
overlapped PriceCategory intervals.

An important drawback of the dataset is the relatively low
amount of edges of type ItemVisited. The reason of this
problem can be found in the organization of the purchase
work-flow on the portal. In order to increase the click-through
rates, Booker requires the users to log-in only at the end of
the purchase process. This is the reason why users typically
anonymously browse the content of the portal and the user
interest of this type can not be logged.

As already mentioned, the electronic commerce system
forwards the information to the knowledge graph in real-time.
During the experiment, the amount of nodes and edges in the
knowledge graph constantly increased. The amount of nodes
and edges presented in Table II and Table III were recorded
on 23 January, 2015.

VI. EVALUATION

The evaluation of the methods is based on the email based
remarketing activity of the web portal Booker. The essence of
remarketing is to provide offers to the visitors of the electronic
commerce portal after their visit. In our experiment, the offered
items are selected by the recommendation techniques and are
sent in personalized emails to the visitors. Depending on the

actual method, the list of the items can be personalized or non-
personalized. The emails are organized into several newsletter
campaigns.

As already mentioned in Section V, the electronic com-
merce system constantly updates the knowledge graph. The
recommendation techniques operate on this knowledge graph
and are invoked at the point of time a list of recommended
items is required from the email sending and personalizing
software PartnerMail. During the evaluation period, the click-
through events of the users are logged. The evaluation of the
methods is essentially based on the click-through rates.

A. Newsletters Sent
The evaluation period has been conducted between 16 Jul,

2014 and 14 Jan, 2015. The newsletters are organized into
16 campaigns. To summarize the amount of evaluation cases,
during the experiment, 241 062 emails have been sent of which
35 229 emails have been opened.

The campaigns can be classified as Recommender
system based campaigns and Human expert based cam-
paigns. In the case of a Recommender system based cam-
paign, a personalized recommendation technique is invoked for
each user. If the method is not able to generate a sufficient
number of recommendations due to the cold-start case, a non-
personalized technique is involved as a fall-back method. This
technique ensures that an email can be sent to all contacts.
In the case of the Human expert based case, the non-
personalized, human expert based recommendation method is
utilized.

TABLE IV. NEWSLETTER SEND DATES.

Type Date sent
Recommender System 2014-07-16
Human Expert 2014-07-23
Recommender System 2014-07-26
Recommender System 2014-08-01
Human Expert 2014-08-06
Human Expert 2014-08-27
Recommender System 2014-08-29
Recommender System 2014-09-12
Human Expert 2014-09-22
Recommender System 2014-09-26
Human Expert 2014-10-02
Human Expert 2014-10-09
Recommender System 2014-10-15
Human Expert 2014-10-22
Recommender System 2014-10-31
Recommender System 2014-12-14

Table IV summarizes the newsletter campaigns. Column
type presents the type of the campaign, column Date sent
contains the send date. The date of the last campaign is
2014-12-14 and the end of the experiment is 2015-01-14. The
additional month is involved in order to be able to measure
the click-through events of the users.

B. Methods
As the knowledge graph does not contain user rating on

items, some of the recommendation techniques described in
Section IV could not be involved into the evaluation process.
To generate personalized recommendations, the spreading ac-
tivation, as described in Section IV-A2, is utilized. The fall-
back methods in this case are the centrality measure based
techniques, as defined in Section IV-A4. The human expert
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based method is described in Section IV-A5. In this case
no fall-back method is necessary, as the method is non-
personalized.

Based on our past results [3], we focused on the dif-
ferent settings of the step limit parameter setting both
the spreading relax and the activation relax to
a constant value, 0.5. Human expert and network science based
methods require no further configuration.

In the assembling phase of a campaign, the concrete
method configurations have to be specified. It means that in a
campaign only the specified method or methods are evaluated.

C. Recommendation Lists
The methods described in Section IV assign a preference

value to the nodes of the graph. To assemble a list of
recommended items, the nodes are sorted in descending or
by their preference value. Nodes with no preference value are
not included in the list. The preference value is defined (i) as
the rating estimation in the case of collaborative filtering and
recommendation spreading, (ii) as the activation in the case of
spreading activation and (iii) as the centrality value in the case
of network science methods.

A relatively simple filtering technique is applied to the list
of recommended items in order in increase user satisfaction.
The rules are defined by the human expert and are summarized
as (i) at most 2 books can be present from the same author,
(ii) books are excluded from consecutive newsletters for two
months and (iii) already purchased books are excluded. Having
the list generated, the first n items are selected and presented
to the user.

D. Evaluation Measures
User interaction is measured by various click-through

events. These events are specific to email remarketing and
basically model the work-flow of the purchase process. The
following steps are modelled during the evaluation: sending
a newsletter, opening a newsletter, clicking on an item in a
newsletter, ordering an item and paying for the item. The states
according to the process are identified as Sent, Opened,
Clicked, Ordered and Paid.

In order to preserve the computational resources, the emails
sent by PartnerMail do not embed the images into the content
of the email but rather contain a reference to the images. A
typical email client software does not download these referred
images due to security and privacy concerns. The displaying of
these images requires user interaction. The user can instruct
the email client to download and display the images in the
email. As the images are served by our server, PartnerMail
records this event in the evaluation log.

The links in the emails contain a unique identifier and
point to the PartnerMail server. If a user clicks on a link, the
PartnerMail server logs the click-through event based on the
unique identifier and forwards the user to the web page of the
book on the Booker portal.

The books are to be ordered by the users on the web page
of the specific book on the Booker portal. As the portal is
integrated with PartnerMail, the order events are immediately
forwarded to the knowledge graph. If the user cancels the
current work-flow but returns later and finalizes the order,
PartnerMail still records the appropriate click-through event.

Depending on the type of the payment method, the pay
events can be separated from the order events. In the case of a
credit card based payment, the payment immediately follows
the order. In the case of the cash based payment, the customer
orders the book and pays for it personally when physically
picks up the books. In the latter case, a mentionable amount
of work-flows do not reach the paid state, as it involves
additional resources from the customer.

VII. RESULTS

In this section, the results of the evaluation described in
Section VI are presented. At first, a broad overview of the re-
marketing emails is provided in numbers. Then, the conversion
rates are analysed for each recommendation technique. Finally,
the performance of the method configurations is discussed.

TABLE V. Count of newsletters per state and recommendation technique

State Spreading Activation Network Science Human Expert
Sent 66 148 72 884 102 030
Opened 11 700 9 206 14 323
Clicked 1 265 260 772
Ordered 24 0 17
Paid 17 0 6

Table V presents the number of remarketing emails sent
during the evaluation period. The rows of the table represent
the state of the emails as described in Section VI-D. The
columns of the table represent the recommendation technique
as described in Section VI-B. The values of the table are
the count of emails in the particular state generated with the
particular recommendation technique.

Our primary finding is the increase in the performance of
the emails in the case of the Spreading Activation.
Comparing the number of emails in the Paid state of the
Spreading Activation to the Human Expert, the
Spreading Activation shows a higher number of the
Paid cases despite of having a lower amount of Sent
cases. In this broad overview, Network Science based
methods show a poor performance, as the number of Paid
recommendations in this case is 0.

The high number of cold start cases can be determined
by analysing the number of the fall-back method based rec-
ommendation cases. Also looking at our past results [3],
comparing the number of sent Spreading Activation
cases to the number of sent Network Science cases, a
relatively high portion (52%) is identified. Also consulting
with the experts of the electronic commerce system, the reason
behind the high amount of cold start cases can be found in the
dataset. Several users signed up only for the newsletter. In
their case, the knowledge graph does not contain sufficient
information to generate the recommendations, as spreading
activation is not able to find a path between the user and any
of the items.

To further analyse the performance of the methods, the
subtables of Table VI present the conversion rates of each
technique. The rows of the tables contain the source states.
The columns of the tables contain the destination states. The
values of the table contain the measured conversion rates of
the states of the emails.

Conversion rate based comparison provides a more clean
picture. Comparing the performance of the Spreading
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TABLE VI. CONVERSION RATES OF THE RECOMMENDATION TECHNIQUES

(a) Spreading activation

Opened Clicked Ordered Paid
Sent 17.688% 1.912% 0.036% 0.026%
Opened 10.812% 0.205% 0.145%
Clicked 1.897% 1.344%
Ordered 70.833%

(b) Network Science

Opened Clicked Ordered Paid
Sent 12.631% 0.357% 0.000% 0.000%
Opened 2.824% 0.000% 0.000%
Clicked 0.000% 0.000%
Ordered 0.000%

(c) Human Expert

Opened Clicked Ordered Paid
Sent 14.038% 0.757% 0.017% 0.006%
Opened 5.390% 0.119% 0.042%
Clicked 2.202% 0.777%
Ordered 35.294%

Activation to performance of the Human Expert,
0.026% of the personalized emails resulted in a purchase
event, while the ratio is 0.006% in the case of the Human
Expert. Looking at the individual conversion rates, the
Spreading Activation shows a higher performance in
all cases, except the Clicked to Ordered conversion. To
conclude it, personalized email remarketing has the potential
to outperform the human expert based remarketing, thus the
personalization has the potential to increase the business value.

Analysing the conversion rate from the Sent to the
Opened state, the performance of the methods (17.688%,
12.631%, 14.038%) is different but the difference is signif-
icantly smaller than in the next conversion step. This is the
step, where there users do not have the sufficient information
to make the decisions based on the content of the emails. The
conversion in this step is more based on the engagement of
the users to the brand, the content has a low influence to this
decision.

The Opened to Clicked conversion rate is influenced
more by the content of the items. The state transition rates
in this step (10.812%, 2.824%, 5.390%) better represent
the performance of the methods, as the difference in the
conversion rates is more visible. In this conversion, the
Spreading Activation shows the highest performance,
Human Expert shows approximately the half of its perfor-
mance and Network Science delivers the lowest conver-
sion rate.

The web page of a book provides the most detailed
information about a recommended item, thus the Clicked
to Ordered state transition is at most influenced by the
information about the books. In this conversion step, the
performance of the Network Science methods drops to
0 showing the low relevance of the items selected by this
technique. The Collaborative Filtering shows a bit
better performance than the Spreading Activation.

The last conversion step is the Ordered to the Paid
transition. As the Network Science does not reach
this conversion step, the performance of the Spreading
Activation (70.833%) and the performance of the Human

Expert (35.294%) is to be compared in this step. Similarly
to the Opened to Clicked conversion, the performance of
the Spreading Activation is two times the performance
of the Human Expert. This conversion rate is the last
step where the payment is to be performed. Regarding the
decision making process, this conversion step does not involve
information about the products from the user. The decision to
perform at this point is emotion based driven by the finances.

To conclude the results, the spreading activation based
recommendation technique outperforms the human expert in
the conversion steps, where the human decision making is not
analytical but is more emotional. In other words, spreading
activation is to be applied in the recommendation cases, where
a more emotional decision making is necessary.

TABLE VII. Conversion rates of the method configurations

Method Configuration Opened Clicked Ordered Paid
Spreading Activation 3 15.3982% 1.6581% 0.0000% 0.0000%
Spreading Activation 4 17.7506% 1.7468% 0.0483% 0.0345%
Spreading Activation 5 16.9413% 1.9600% 0.0068% 0.0000%
Spreading Activation 6 17.8073% 1.9073% 0.0404% 0.0180%
Spreading Activation 7 21.0223% 2.4182% 0.0962% 0.1099%
Betweenness Centrality 12.7597% 0.3514% 0.0000% 0.0000%
Closeness Centrality 12.5700% 0.3010% 0.0000% 0.0000%
Degree Centrality 13.2988% 0.3879% 0.0000% 0.0000%
Eigenvector Centrality 10.5723% 0.4365% 0.0000% 0.0000%

Table VII presents the performance of the method config-
urations. The rows represent the method configurations. In the
case of Spreading Activation, the number following
the name of the method indicates the value of the step
limit parameter. Network science based methods are not
configurable. The columns of the table present the destination
states. The values of the column present the conversion rates
from the Sent state to the state denoted in the column title
of the cell.

Analysing the configurations of the Spreading
Activation method, the step limit setting 7 leads to
the highest conversion rate. The step limit settings 3
and 5 lead to a poor performance, as the recommendations
based on this technique did not lead to a purchase event.
The detailed results show that fine-tuning the step limit
parameter is important, as the performance of the methods
strongly depends on this setting.

Analysing network science methods, involving degree cen-
trality leads to the highest Sent to Opened conversion and
eigenvector centrality leads to the highest Sent to Clicked
conversion.

VIII. CONCLUSION AND FUTURE WORK

This paper presented the knowledge graph, an information
representation technique capable to model heterogeneous in-
formation sources and also to alloy the information sources of
the classic recommendation methods as collaborative filtering,
content-based filtering and knowledge-based methods. The
knowledge graph defines a hybridization method at the infor-
mation representation level and also generalizes the concept of
information sources, as discussed in Section III.

As our approach separates the information representation
and the calculation methods, the methods are expected to
manage the information in the knowledge graph as general.
Looking at the static and the user generated information
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sources, the balance of the hybridization has been examined at
the theoretical level in Section III-D. A principle of the infor-
mation representation methods of the knowledge graph is the
generalization of the information sources. The generalization at
the representation level induced generalization and transitivity
also at the calculation level as discussed in Section IV-B.

The evaluation of the methods has been conducted in a
real-world experiment, as the conversion rates of an email
remarketing scenario have been measured. In the experiment,
spreading activation, network science and human expert based
methods have been compared. The evaluation results show
that the personalization of the emails have the potential to
increase the performance of the email remarkating regarding
to the conversion rates and the business value. Network science
based methods proven to deliver low quality recommendations.
A more theoretical result is the spreading activation based
methods are intended to be used in an emotion based decision
making scenario.

In the future, we plan to evaluate the methods in a web
remarketing scenario. To achieve this, several optimization and
GPU techniques should be involved in order to be able to
generate the recommendations with a reasonable time need.
On the theoretical side, we would like to alloy network science
and representation learning based recommendation methods.
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