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Abstract—Video streaming has become the major source of of augmented aggregated bandwidth at the application layer
|nterne|£ tfaff'% novx;]adays.d Conjlfileélng that |c_;|ontent de_lllvey the main benefit to users might be the ability to maintain
network providers have adopted Video over Hypertext Trans- ; P P
fer Protocol/Transmission Control Protocol (HTTP/TCP) as the a transport :evel SeSSIO.n gv?:n vyh(atn a SpeC!l;C raf[ilo Ilr?k
preferred protocol stack for video streaming, understanding cove_rage_‘ ge S compromised. For 'ns a_nce' avideo s re"’_lm'ng
TCP performance in transporting video streams has become Se€ssion initiated at home on a WiFi link may be sustained
paramount. Recently, multipath transport protocols have ke- long after the device is out of the access point coverage, if
come available. In this paper, we evaluate the performance a cellular link is available. Another compelling use case is
of Multipath TCP in conjunction with various TCP variants — \yith docking stations of today, where a docked laptop loses
in transporting video streams over multiple paths. We utilize . t t fivit i it | docked tHo
network performance measurers, as well as video quality mecs, 'n_er.n_e conneclivity every ime | !S undocked, even .ag
to characterize the performance and interaction between riwvork ~ WiFi interface or even a cellular interface may be available
and application layers of video streams for various network With multipath transport standards being developed, ikidy

scenarios. Overall, Cubic delivers best streaming perforance that data transport over multiple paths become mainstream i
over various path scenarios. the near future

Keywords—Video streaming; high speed networks; TCP conges- In the last decade, many TCP variants have been proposed,
tion control; Multipath TCP; Packet retransmissions; Packet loss. mainly motivated by data transfer performance reasonst Mos

of the proposals deal with congestion window size adjustmen
. INTRODUCTION mechanism, which is called congestion avoidance phase of
Transmission control protocol (TCP) is the dominant trang-CP, since congestion window size controls the amount @ dat
port protocol of the Internet, providing reliable data sams- injected into the network at a given time. In previous works,
sion for the large majority of applications. For data applic we have studied TCP performance of most popular TCP
tions, the perceived quality of experience is the totalgpamt variants - Reno [1], Cubic (Linux) [12], Compound (Windows)
time of a given file. For real time (streaming) applicationgl3] - as well as our proposed TCP variants: Capacity and
the perceived quality of experience involves not only thalto Congestion Probing (CCP) [2], and Capacity Congestion Plus
transport time, but also the amount of data discarded at tRerivative (CCPD) [3], in transmitting data [4] and video
client due to excessive transport delays, as well as remglerbtreaming [5] over wireless path conditions. Our proposed
stalls due to the lack of timely data. Transport delays and d&CP and CCPD TCP variants utilize delay based congestion
starvation depend on how TCP handles flow control and packentrol mechanism, and hence are resistant to random packet
retransmissions. Therefore, video streaming user expezielosses common in wireless links. We have also proposed TCP
depends heavily on TCP performance. congestion avoidance enhancements to improve performance
TCP protocol interacts with video application in non triviaof video streaming [6] [7] on single paths. In this paper, we
ways. Widely used video codecs, such as H-264, use comprgisidy the transport of video streams over multiple transpor
sion algorithms that result in variable bit rates along tleyp paths using widely deployed TCP variants.
out time. In addition, TCP has to cope with variable network The material is organized as follows. Related work discus-
bandwidth along the transmission path. Network bandwidgion is provided on Section Il. Section Ill describes video
variability is particularly wide over paths with wirelesscaéss streaming over TCP system. Section IV introduces the TCP
links of today, where multiple transmission modes are used\tariants addressed in this paper, as well as Multipath T€H us
maintain steady packet error rate under varying interiegento support multipath transport. Section V addresses meiltip
conditions. As the video playout rate and network bandwidffath video delivery performance evaluation for each TCP
are independent, it is the task of the transport protocol ¥@riant. Section VI addresses directions we are pursuing as
provide a timely delivery of video data so as to support f@llow up to this work.
smooth playout experience. 1. RELATED WORK
Recently, a new transport paradigm has been proposedAlthough multipath transport studies abound in the liter-
which uses multiple paths to deliver data across the Internature, only recently has streaming video performance over
The idea is to take advantage of multiple IP interfaces amdultiple paths been addressed. Park et. al. [10] seek to im-
radios in modern devices to provide a robust transport prprove video streaming performance by streaming over neltip
tocol. Although multiple path transport brings the advgeta paths, as well as adapting video transmission rates to the
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network bandwidth available. Such approach, best suitedvihen data packets are acknowledged by the receiver, so that

distributed content delivery systems, requires coordinat lost packets are retransmitted by the TCP layer. At the tlien

between multiple distribution sites. In contrast, we seek side, in addition to acknowledging arriving packets, TCP

understand network transport session carrying a videdosesgeceiver sends back its current available spaced, so that

by characterizing underneath TCP variants, independ@eftlyat the sender sidewwnd < awnd at all times. At the client

the video encoder. application layer, a video player extracts data from a playo
Wu et. al. [14] advocate the use of a Forward Error Cobuffer, filled with packets delivered by TCP receiver from it

rection (FEC) coding to remedy artifacts on video streamirwffer. The playout buffer is used to smooth out variableadat

due to packet retransmissions on stringent delay constraanrival rate.

scenarios. Their framework seeks to improve video quality

by formulating a combined FEC and path rate allocatioA. Interaction between Video streaming and TCP

optimization problem which ta}kes into account p_aths Packetzy e server side, HTTP server retrieves data into the TCP
loss, latency, as well as available _bandW|dth. Video codeg,qer buffer according wittwnd size. Hence, the injection
as well as MPTCP resource allocation, are affected, alﬂhour%te of video data into the TCP buffer is different than the
.TCP. variants’ impact on performance is not investigated, §&e. variable encoding rate. In addition, TCP throughput
n gnsbplia\per. |18 | hedul hi erformance is affected by the round trip time of the TCP
~orbrion .et al. [8] Propose a cross fayer scheduler Wity sy This is a direct consequence of the congestiorowind
pnormze_s video frames with best chgnce of being play echanism of TCP, where only up tocamd worth of bytes
OL;]t on tlr‘?e. Hencg,hIaFehfre:jmeZI_are dlscar(_jed a(; tlhe SOUICE be delivered without acknowledgements. Hence, for d fixe
W_ere_?ﬁ rames W':] tight dea |ne|§ ari given de |ve|_ry Pllivnd size, from the sending of the first packet until the first
ority. The approach requires coupling between app ICat'?ﬂ:knowIedgement arrives, a TCP session throughput is dappe

and MPTCP transport Iayer;. In contrast, we evaluate Vidgpcwnd/rtt. For each TCP congestion avoidance scheme,
streaming performance of video/transport stacks thatalperthe size of the congestion window is computed by a specific

independently, focusing instead on performance diff%encalgorithm at time of packet acknowledgement reception by

du;z\ tdo. pppular TcP v?nants. Kis th | the TCP source. However, for all schemes, the size of the
Istinct aspect of our current work s that we ana yZgongestion window is capped by the available TCP receiver

the performance of video streaming over multipath TCP USi%%aceawnd sent back from the TCP client

widespread TCP variants, evaluating them_on real che_nt andAt the client side, the video data is retrieved by the video
server network stacks widely deployed for video streamiiag v

. . player into a playout buffer, and delivered to the video ren-
VLC open source video client and standard HTTP server. derer. Playout buffer may underflow, if TCP receiver window

[1l. VIDEO STREAMING OVERTCP empties out. On the other hand, playout buffer overflow does

Video streaming over HTTP/TCP involves an HTTP servdlOt occur, since the player will not pull more data into the
side, where video files are made available for streamififyout buffer than it can handle.
upon HTTP requests, and a video client, which places HTTPIN summary, video data packets are injected into the network
requests to the server over the Internet, for video stregmi@nly if space is available at the TCP congestion window.

Fig. 1 illustrates video streaming components. Arriving packets at the client are stored at t_he TCP reC(_eiver
— buffer, and extracted by the video playout client at the oide
(g [ scpie ] ] nominal playout rate.

ackelization
P IV. ANATOMY OF TRANSMISSION CONTROL PROTOCOL

playout buffer
Application

TCP

TCP protocols fall into two categories, delay and loss based
Advanced loss based TCP protocols use packet loss as primary

" " congestion indication signal, performing window reguatas

I tnternet | cwndy, = f(cwndi_1), being ack reception paced. Mogt

Client Server functions follow an Additive Increase Multiplicative Dexase
Figure 1: Video Streaming over TCP strategy, with various increase and decrease parame@r. T

An HTTP server stores encoded video files, available updtewReno [1] and Cubic [12] are examples of additive increase
HTTP requests. Once a request is placed, a TCP sendemigltiplicative decrease (AIMD) strategies. Delay based®TC
instantiated to transmit packetized data to the client rim&ch protocols, on the other hand, use queue delay information
At TCP transport layer, a congestion window is used for flo@s the congestion indication signal, increasing/decangatsie
controlling the amount of data injected into the networkeThwindow if the delay is small/large, respectively. Compound
size of the congestion windowywnd, is adjusted dynamically, [13], CCP [2] and CCPD [3] are examples of delay based
according to the level of congestion in the network, as webrotocols.
as the space available for data storagend, at the TCP ~ Most TCP variants follow TCP Reno phase framework: slow
client receiver buffer. Congestion window space is freely onstart, congestion avoidance, fast retransmit, and fasivesy.
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o Slow Start(SS):This is the initial phase of a TCP sessionLinked Increase Algorithm (LIA) [11]. In both cases, MPTCP
In this phase, for each acknowledgement received, twoheduler selects a sub-flow for packet injection accortbng
more packets are allowed into the network. Hence, cotite shortest average packet round trip timeét)(among all
gestion windowcwnd is roughly doubled at each roundsub-flows with large enougtwnd to allow packet injection.
trip time. Notice thatwnd size can only increase in this MPTCP supports the advertisement of IP interfaces avail-
phase. So, there is no flow control of the traffic into theble between two endpoints via specific TCP option sigrallin
network. This phase ends whewnd size reaches a largeBoth endpoints require MPTCP to be running for the estab-
value, dictated bysthresh parameter, or when the firstlishment of multiple transport paths. In addition, IP ifdees
packet loss is detected, whichever comes first. All widelpay be of diverse nature: WiFi, cellular, etc.
used TCP variants use slow start except Cubic [12]. B. Cubic TCP Congestion Avoidance

« Congestion Avoidance(CA):This phase is entered when TCP Cubic i | based TCP that h hieved
the TCP sender detects a packet loss, or thewd ubic 1 -a oss base that has achieve

size reaches the target upper sizhresh (slow start widespread usage as the defal.”t TcP .Of the Linux opgrating
threshold). The sender controls thend size to avoid system. During congestion avoidance, its congestion windo

path congestion. Each TCP variant has a different methaajusm]ent scheme is: 3
of cwnd size adjustment. AckRec: cundpyr = C(t - K)° + Wmaz
« Fast Retransmit and fast recovery(FR):The purpose K - (Wmaxﬁ)l/?’ (1)
of this phase is to freeze athvnd size adjustments in c
order to take care of retransmissions of lost packets.
For TCP variants widely used today, congestion avoidance Wmaz = cwndy,
phase is sharply different. In what follows, we briefly intuwe where C is a scaling factor, Wmax is the cwnd value at time
these TCP variants’ congestion avoidance phase. of packet loss detection, and t is the elapsed time since the
. last packet loss detection (cwnd reduction). The ratiopal f
A. Multipath TCP these equations is simple. Cubic remembers the cwnd value
Multipath TCP (MPTCP) is a transport layer protocolat time of packet loss detection - Wmax, when a sharp cwnd
currently being evaluated by IETF, which makes possible daeduction is enacted, tuned by parameterfter that, cwnd
transport over multiple TCP sessions [9]. The key idea is 1§ increased according to a cubic function, whose speed of
make multipath transport transparent to upper layers, éencrease is dictated by two factors: i) how long it has been
presenting a single TCP socket to applications. Under tBmce the previous packet loss detection, the longer therfas
hood, MPTCP works with TCP variants which are unaware @dmp up; ii) how large the cwnd size was at time of packet
the multipath nature of the overall transport session. ToaE |oss detection, the smaller the faster ramp up. The shape of
plish that, MPTCP supports a packet scheduler that extracfghic cwnd dynamics is typically distinctive, clearly shogy
packets from the MPTCP socket exposed to applications, geglcubic nature. Notice that upon random loss, Cubic strive

inject them into TCP sockets belonging to a “sub-flow” definegturn cwnd to the value it had prior to loss detection qujickl
by a single path TCP session. MPTCP transport architectyge small cwnd sizes.

PktLoss :  cwndgy1 = Pewndy,

is represented in Fig. 2. Cubic fast release fast recovery of bandwidth makes it one
Application of the most aggressive TCP variants. Being very responsive,
I E R TS O it quickly adapts to variations in network available bandihi
However, because it relies on packet loss detectiorvdord
rwnd ownd adjustments, random packet losses in wireless links miy sti

impair Cubic’s performance.
C. Compound TCP Congestion Avoidance

Compound TCP is the TCP of choice for most deployed
Wintel machines. It implements a hybrid loss/delay based
congestion avoidance scheme, by adding a delay congestion
window dwnd to the congestion window of NewReno [13].

MPTCP
receiver
awnd-|

rwnd-i

MPTCP
scheduler

sub-flow-i

sub-flow-j

rwnd-j cwnd-j

TCP Receiver _TCP Sender Compound TCP cwnd adjustment is as per (2):
Figure 2: MPTCP Architecture
AckRec: cwndii1r = cwndy + ————  (2)
cwndy, + dwndy,
MPTCP packet scheduler works in two different configura- Pt Loss - d B Qo+ 1
tion modes: uncoupled, and coupled. In uncoupled mode, each 055+ CUNAk+1 = CWNdE cwndy,

sub-flow congestion windowwnd is adjusted independently.where the delay component is computed as:
In coupled mode, MPTCP couples the congestion control of AckRec : dwndj1= dwndy+ adwnd—1,if dif f <~

the sub-flows, by adjL_Jsting. the congestion windownd;, dwndy, — ndif f, it diff >~
of a sub-flowk according with parameters of all sub-flows. cwndy,
Although there are several coupled mechanisms, we focus diktLoss : dwndy.i1 =dwndy(1 - §) — — 3)
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where o, 3, n and K parameters are chosen as a tradeoffV. VIDEO STREAMING PERFORMANCE OFCONGESTION
between responsiveness, smoothness, and scalability. AVOIDANCE SCHEMES

Compound TCP dynamics is often dominated by its loss Fig. 3 describes the network testbed used for emulating a
based component. Hence, it presents a slow responsiverigwork path with wireless access link. An HTTP video server
to network available bandwidth variations, which may cause connected to two access switches which are connected to a
playout buffer underflows. link emulator, used to adjust path delay and inject corgubll
random packet loss. A VLC client machine is connected to
two Access Points, a 802.11a and 802.11g, on different bands
(5GHz and 2.4GHz, respectively). All wired links are 1Gbps.

TCP CCP was our first proposal of a delay based congestiNn cross traffic is considered, as this would make it difficult
avoidance scheme based on solid control theoretical apiproao isolate the impact of TCP congestion avoidance schemes
The cwnd size is adjusted according to a proportional copn video streaming performance. The simple topology and
troller control law. The cwnd adjustment scheme is called Rfolated traffic allows us to better understand the impact of
every acknowledgement reception, and may result in eithgifferential delays on streaming performance.

D. Capacity and Congestion Probing TCP

window increase or decrease. In addition, packet loss does n Router 1 Link1 ; IEEE 802.11a
trigger any special cwnd adjustment. CCP cwnd adjustment = Tl Wi{::jss
scheme is as per (4): ~ Bridge ))
Kp(B — —1 light \ Emulator .,
cwndy, = LSl o) = in_flight_scgs] 0<Kp (4) =5 —

2 PC1 AN —— Wireless PC2
where Kp is a proportional gain is an estimated storage ") \@’ - e \% (Client)
capacity of the TCP session path, or virtual buffer sizgejs Router 2
the level of occupancy of the virtual buffer, or estimatedke
backlog, andin_flight_segs is the number of segments
in flight (unacknowledged). Typically, CCP cwnd dynamic§,
exhibit a dampened oscillation towards a given cwnd siz
upon cross traffic activity. Notice thatund;, does not depend
on previous cwnd sizes, as with the other TCP variants. This

Link2 : IEEE 802.11g
Figure 3: Video Streaming Emulation Network
TCP variants used are: Cubic, Compound, CCP, and LIA.
erformance is evaluated for various round trip time path
§Cenarios, as per Table I.
Table |: EXPERIMENTAL NETWORK SETTINGS

. ) Element Value
fact guarantees a fast responsiveness to network bandwidth Video size Z09Nbytes
variations. Video rate 5.24Mbps
Playout time 10mins 24 secs
Encoding MPEG-4
. . Video Cod H.264/AVC
E. Linked Increase Congestion Control Adio cogee MPLGA AACA
i i . Network Delay (RTT) 3, 50, 100 msecs
Link Increase Algorithm [11] couples the congestion cohtro TCP variants Cubic, Compound, CCP, LIA

algorithms of different sub-flows by linking their congesti ~ The VLC client is attached to the network via a WiFi link.
window increasing functions, while adopting the standan@erf is used to measure the available wireless link banthwid
halving of cwnd window when a packet loss is detected. Morg)DP traffic injection experiments show that each wireless
specifically, LIA cwnd adjustment scheme is as per (5):  interface is limited to 5Mbps download speeds, which is lowe
@ Byon Mss® BackMssi) than the video nominal playout rate of 5.24Mbps. Packet loss

o cwndt - cwnd is hence induced only by the wireless link, and is reflected in
PktLoss cwnd};_ﬂ =cwndt, + ﬁ (5) the number of TCP packet retransmi_ssions. o

k Performance measurers adopted, in order of priority, are:

where « is a parameter regulating the aggressiveness of thes Picture discards: number of frames discarded by the
protocol, B, is the number of acknowledged bytéd,ss is video decoder. This measurer defines the number of
the maximum segment size of sub-flewandn is the number frames skipped by the video rendered at the client side.
of sub-flows. Equation (5) adoptsund in bytes, rather than « Buffer underflow: number of buffer underflow events
in packets (MSS), in contrast with previous TCP variants, at video client buffer. This measurer defines the number
because now we have the possibility of diverse MSSs on of “catch up” events, where the video freezes and then
different sub-flows. However, the general idea is to inceeas resumes at a faster rate until all late frames have been
cwnd in increments that depend ennd size of all sub-flows, played out.
for fairness, but no more than a single TCP Reno flow. Thee Packet retransmissions:number of packets retransmit-
min operator in the increase adjustment guarantees that the ted by TCP. This is a measure of how efficient the TCP
increase is at most the same as if MPTCP was running on variant is in transporting the video stream data. It is iikel
a single TCP Reno sub-flow. Therefore, in practical terms, at to impact video quality in large round trip time path con-
each sub-flow LIA increasesvnd at a slower pace than TCP ditions, where a single retransmission doubles network
Reno, still cuttingcwnd in half at each packet loss. latency of packet data from an application perspective.

AckRec : cund, | =cwndy, +min(
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500000

buffer underflow e
picture discard o

We organize our video streaming experimental results into
the following sub-sessions: i) Single path delay; ii) Equaj
path delay; iii) Differential path delay. Each data point irE
charts represents five trials. Results are reported as gevera
and min/max deviation bars. E

A. Single Path Video Streaming Performance Evaluation »

Fig. 4 reports on video streaming throughput performance o©
over a single path, under short propagation delay of 3msec.
The figure shows throughput over the path through Router 1
(a), and path through Router 2 (b), respectively. In thiecas
all TCP variants suffer from a shortage of wireless download Fig. 7 reports on video streaming and TCP performance
bandwidth, as indicated by the throughput of less than 5Mbpsider a large propagation delay of 100msec. Delays such as
below the average playout rate of 5.24 Mbps. This causes that may be experienced in paths with cellular network acces
streaming session last for tens of minutes or more, regagdlénks, where additional delays result from wireless access
of how much the path delays are. link level retransmissions. In this case, legacy TCP varian

6 ‘ ‘ Cubic delivers best video performance overall. CCP present
a similar number of picture discards as Cubic, but with latge
video buffer underflow event count, again due to large TCP
level retransmissions. LIA and Compound TCP present the
worst video performance.

100
-  picturediscard = 4 180 [ flow2 ===

400000
300000

200000

Picture discard [Times]
Retransmit Packet [pkt]

Buffer un
o
8

100000

CCP Compound Cubic LIA

TCP variant
.a) VLC performance b) TCP packets retransmitted
Figure 6: Equal Path Streaming Performance; rtt=50msec
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a) Flow 1 throughput b) Flow 2 throughput R 10 g %
Figure 4: One Path Streaming Throughput Performance; rtt=3msec ‘;2 2z e g 20000
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B. Equal Path Video Streaming Performance Evaluation ?

Fig. 5 reports on video streaming and MPTCP performance °©
under short propagation delay of 3msec. In this case, all TCP
variants deliver similar video streaming performance,hwit
negligible number of frame discards and buffer underflow
events. At the transport layer, we see that CCP presenig apifferential Path Video Streaming Performance Evaluation
large number of retransmissions, in contrast with the other th i0s MPTCP scheduler tend t lect th th
TCP variants, due to its aggressiveness and lack of reactio N these scenarios, scheduler tend 1o select the pa
to random packet losses of the wireless links. with shorter delay. Only when TCP sender of the path with

. 00 200000 shorter delay happens to set itsnd to a very low value as

% 180 compared with the longer path does MPTCP scheduler inject

. - packets into the longer path.

& 20 Fig. 8 reports on video streaming and TCP performance

. o under two paths, the first path (802.11a) with 50msec delay,

® & and the other (802.11g) with 100msec delay. The relative

. . performance of TCP variants is the same as in the previous
Py —r— e pr———— Equglcgatg case. (ijubic ddel_lil\;erﬁ_ hbest perf(;]r.mhaTce,lfollovll/ed

TCP varant TCP variant y , Compound, an . The same high level packet
a) VLC performance _ b) TCP packets retransmitted  etransmissions is incurred by CCP, not present in other
Figure 5: Equal Path Streaming Performance; rtt=3msec variants.
Fig. 6 reports on video streaming and TCP performance

under a typical propagation delay of 50msec. In this case,m

Cubic delivers best video experience, with fewest picture N

discards and buffer underflows. Our CCP delivers secord»

best picture discard performance, while presenting thhdsy .

buffer underflow event count, followed by LIA. We believe: «

that a high TCP level retransmission rate causes packetsstd;

be held back at the TCP socket, causing video playout buffer «

CCP Compound Cubic
TCP variant

) a) VLC performance b) TCP packets retransmitted
Figure 7: Equal Path Streaming Performance; rtt=100msec

CCP Compound Cubic ~ LIA
TCP variant

LIA

buffer underflow e
picture discard o

150000
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Picture discard [Times]
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to empty out multiple times. Compound TCP presents almost °
three times as much picture discards as CCP.

CCP Compound Cubic  LIA
TCP variant

a) VLC performance

CCP Compound Cubic
TCP variant

LIA

b) TCP packets retransmitted

Figure 8: Differential Path Streaming Performance; rtt=50,100msec
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We have also tracked video streaming and TCP performaritter video client performance.
with path delay values swapped as compared with previous VI. CONCLUSION AND FUTURE WORK

case: 802.11a path with 50msec delay, and 802.11g path withn this paper, we have evaluated Multipath TCP transport
100msec delay. The relative performance of TCP variands video streaming, using widely deployed TCP variants, as
remains the same as in the previous case. To understand Wi as LIA coupled TCP variant currently under considerati

we monitored path utilization by tracking sub-flow sequenqsy |ETF. We have characterized MPTCP performance with
numbers. Fig. 9 plots Cubic TCP session sequence nUmMiffse TCP variants when transporting video streaming over
dynamics of a video stream for a differential delay of 5@yo wireless network paths via open source experiments. Our
msecs. Figs. 9 a) and b) show reversed path differentiabcasgperimental results show that Cubic delivers best stregmi
Notice that flow 1 always presents higher SN slope, due garformance, with fewer picture discards and less viddssta
the fact that path 2 wireless link has less bandwidth thah paicross a wide range of path round trip times. As more complex
1, and Cubic adjusts to it by reducing flow @nd much network scenarios present both limited bandwidth paths as
further than flow lcwnd. The amount of differential delay alSOWe” as differential path de|ays1 we expect similar |mpa‘bt 0
impacts utilization of path 2. In addition, SN progressisg ithese impairments on video streaming performance.

steady, which means that MPTCP scheduler keeps distrtbutin As MPTCP scheduler switches frequently between paths,
packets across both paths throughout the video session. driven by cwnd and path delay changes, triggering buffer

450108 Fow 1| - 488108 T e T underflow events due to frame reordering at the receiver. we
5 4e+08 Flow 2 5 4e+08 Flow 2 .
£ 35008 £ 35008 are currently studying schemes to reduce buffer underflow
5 w0 3 = events, especially when path delays are significantly miffe
S 25e+08 £ 25408 . . .
2 e 2 ece We also intend to explore different MPTCP coupling schemes.
2] 2
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