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Abstract— Nowadays, there is a great interest from academia, 
the industry, and the government to find potentially useful 
information to build a prediction model from data with high 
dimensionality, which has become one of the most important 
challenges in data mining and machine learning approaches. In 
this way, feature selection is the process of selecting the most 
useful features for building models in tasks like classification, 
regression or clustering, in order to reduce the dimensionality 
and facilitating the visualization and understanding of the 
data. In this paper, we propose a feature selection method 
based on the mean shift clustering algorithm and the Pearson 
correlation coefficient to contribute to solving some of the 
challenges in the data analytics systems, of real-time execution. 
Furthermore, we compare the mean shift method with the 
renowned Recursive Feature Elimination (RFE) method, as 
well as with the feature selection method designed by a human 
expert in the domain. Finally, the subsets of data generated 
with the attributes selected by the methods are evaluated by 
the J48 classification algorithm based on a decision tree, using 
a historical public safety data set. The clustering method 
proposed has a great advantage over the other methods in the 
computing time required to recommend a group of selected 
attributes. 
 

Keywords–feature selection; mean shift; clustering; data 
mining; J48. 

I. INTRODUCTION 
Nowadays, the trend in the administration of resources, 

infrastructure, and services in cities is increasingly based on 
their ability to make decisions using knowledge bases, as 
well as their potential to anchor external knowledge and the 
implementation of knowledge-based strategies, in order to 
provide a better quality of life to the citizens and visitors. 
This way, the concept of smart cities emerged, in which a 
smart city can understand how an urban environment is 
capable of offering advanced and innovative services for 
citizens in order to improve the quality of life in general by 
using widespread support of systems (system of systems) 

based on Information and Communication Technologies 
(ICT) [1]-[3]. ICT software applications and the intensive 
use of digital devices such as sensors, actuators, and mobiles 
are essential means for realizing smartness in any of smart 
city domains [4]. A concept closely related to smart cities is 
the Internet of Things (IoT) [5], representing an extension of 
the Internet with a large number of objects (physical or 
virtual things) with pervasive sensing, detection, actuation, 
and computational capabilities allowing these devices to 
generate, exchange, and consume data with minimal human 
intervention [6][7]. In smart cities, specific areas of 
application have been identified through smart systems, e.g., 
transportation, public safety, sustainability, healthcare, 
energy, transportation and mobility, environment, education, 
and governance [8][9]. 

The automation of a large number of business processes 
and transactions that run on inter-organizational information 
systems within smart cities, embedded systems, smart 
systems based on IoT technology, as well as the intensive 
use of social networks through smartphones and software 
systems that use cloud computing technology, have caused 
the generation of massive volumes of data (known as big 
data), of different types: structured, semi-structured or 
unstructured [10][11]. The knowledge extraction and the 
hidden correlations of big data is a growing trend in 
information systems to provide better services to citizens 
and support decision-making processes [12]. 

There is a great interest from academia, the industry, and 
government for the development and deployment of big data 
analysis applications, both for general use and specific use 
in smart cities, which face different challenges. Hence, 
finding potentially useful information to build a prediction 
model from data with high dimensionality has become one 
of the most important challenges of data extraction and 
knowledge discovery [13][14]. One of the effects of the 
high dimensionality in the data sets can cause prediction 
models with a low precision measure. In addition, these is a 
high computational cost associated with processing of a big 
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volume of data to predict an event [15]. To solve problems 
of high dimensionality in data sets (dimensionality 
reduction), approaches based on the feature selection and 
feature extraction methods have been proposed. 

Feature selection methods are used in data mining and 
machine learning, commonly in the pre-processing stages, 
and include both supervised and unsupervised techniques 
[16]. A feature is an individual measurable property of the 
instance being observed, and, through a set of attributes, a 
data mining or machine learning algorithm can perform data 
classification or clustering [17]. The feature selection 
approaches aim to select a small subset of features that 
minimize redundancy and maximize relevance to the target 
such as the class labels in classification [18]. In other words, 
the feature selection consists of selecting a subset of features 
representative of the original data set, but that can 
efficiently describe the input data. 

The feature selection algorithms can be classified into 
the following categories: filter, wrapper, and hybrid 
methods [15]. The filter methods select the most relevant 
features using variable ranking techniques as the principle 
criteria for attribute selection. In filter methods, the features 
weights are individually calculated based on some criteria 
(e.g., correlation coefficient), the attributes that satisfy these 
conditions are considered as selected features and the 
remaining ones are removed from the subset [19]. 
Furthermore, the wrapper methods use a predictor as a black 
box and the predictor performance as the objective function 
to evaluate the variable subset [17]. In wrapper methods, 
several search algorithms can be used to find a subset of 
variables which maximizes the objective function which is 
the classification performance. That is, in wrapper method 
uses the information of the classifier to find the best feature 
subset, usually by performing computationally expensive 
searches on the feature space. Additionally, the hybrid 
methods try to exploit the best functionalities of the filters 
and wrappers approach, trying to reduce the computational 
cost but maintaining the effectiveness in the objective task 
associated with using the selected functions [20]. 

In this paper, we propose a feature selection method 
based on the mean shift clustering algorithm in combination 
with the Pearson correlation measure, allowing to identify a 
subset of relevant and non-redundant attributes. In addition, 
we compare the mean shift method with the renowned 
Recursive Feature Elimination (RFE) method [21], as well 
as with a feature selection method designed by a human 
expert in the crime domain. Finally, the methods are 
evaluated through their implementation in a classification 
algorithm based on J48 decision tree. In the proposal, a data 
set of crime incidents from the last 17 years is used, where 
their records are collected by a set of software systems 
implemented in a smart city. The method based on the mean 
shift clustering algorithm has a great advantage over the 
other methods in the processing time required to 
recommend a group of attributes selected. 

The rest of the paper is organized as follows. The feature 
selection algorithm is the subject of Section 2. The 
experimental study and results are covered in Section 3. The 
conclusions and future research are presented in Section 4. 

II. CLUSTERING FEATURE SELECTION METHOD 
The proposed feature selection algorithm integrates the 

concepts of the mean shift clustering algorithm and the 
Pearson correlation analysis. The former is an unsupervised 
learning algorithm that clusters the data based on its natural 
distribution. This algorithm is characterized by not requiring 
prior knowledge of the number and location of the 
centroids. In the other hand, the Pearson correlation 
measures the statistical relationship between two variables, 
specifically the dependence of one variable on another 
variable. Therefore, in a statistical correlation, the two 
variables that are correlated are dependent on each other and 
one may be used to predict the other. The mean shift 
algorithm is a statistical clustering method based on non-
parametric kernel density estimation, which is expressed by 
(1). Given n data points xi, i = 1,…, n in the d-dimensional 
space Rd, the multivariate kernel density estimator with 
kernel K(x) and a symmetric positive definite d x d 
bandwidth matrix H, computed in the point x is given by 
[22][23]: 
 
 

(1) 
 
 
 

In Fig. 1 shows the operation of the method. The input 
data set is represented by a numerically encoded matrix. 
This data set turn into a data set or transposed matrix, i.e., 
let A be a matrix of dimension m x n, we denote the element 
of row i and column j as A(i, j), where i < m and j < n. 
Then, the transposed matrix of A is defined as the matrix AT 
of dimension n x m such that AT (j, i) = A(i, j), where i < m 
and j < n. Next, the mean shift algorithm initializes a 
window on all data points; with the first data point, its 
distance from all data points is calculated. The data points 
are used to find a new mean m(x) of the window according 
to the kernel k(x) [24]. The iterations continue until the 
mean of a window becomes fixed. Then, the algorithm will 
move on to the second data point and repeat the same 
procedure. The iterations will continue until the system 
converges.  

The mean shift algorithm generates a list with the set of 
clusters, which contains all the data set objects. The 
elements of the list are compared to each other to determine 
if they belong to the same clusters. If that is the case, the 
Pearson correlation coefficient between the two objects (i,j) 
is calculated by (2), using the original data set. 
 
 

(2) 

 
 

where xi is the ith variable, Y is the output (class labels), 
cov() is the covariance and var() the variance. Correlation 
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ranking can only detect linear dependencies between 
variable and target. 

The calculation of the Pearson correlation generates a 
correlation matrix, to which a threshold (filter) of  ≥ +0.5 
and -0.5 is applied, which allows us to remove the attributes 
with a value below the threshold, that is, with low linear 
correlation, allowing to select the representative attributes of 
the data set. 

Figure 1.  Feature selection algorithm. 

III. EXPERIMENTAL STUDY 
In this section, we compare the performance of our 

proposed clustering feature selection method with the RFE 
method and with a human expert method. A crime incidents 
data set of a smart city is used in our experiment. In this 
data set, crime data has been collected through a set of 
information systems and IoT technologies. The incidents of 
crime are from the City of Chicago, in the period from 2001 
to 2017, consisting of a total of 6.4 million records and 22 
attributes [25].  

Table I shows a description of the attributes contained in 
the data set. These attributes can be values of data type: 
string, numeric, date, location or Boolean. Further, the total 
number of cases or values contained by attribute are shown. 
The ID, Case Number, and Date attributes are not used in 
the execution of the attribute selection method, and the 
arrest attribute represents the class label of the data set, of 
Boolean type. 

A. Feature Selection Results 
In the feature selection mean shift-based method, the 

total number of records contained in the data set (6.4 
million) was used to make the recommendation of the 
attributes to be selected. This method selects 9 attributes 
(UICR, FBI Code, Y coordinate, Latitude, Location, Beat, 
District, Ward, and Community Area) from a total of 17. 

TABLE I.  DESCRIPTION OF THE ATRIBUTES CONTAINED IN THE 
DATA SET 

Feature Description No cases 

ID Unique identifier for the record 6,457,411 

Case Number 
Unique identifier of the incident 
assigned by the Chicago policy 

department. 
6,457,411 

Date  Date when the incident occurred. 2,740,512 

Block Extract of the address where the 
incident occurred. 60.144 

IUCR Codes used to classify criminal 
incidents by law enforcement agencies. 350 

Primary 
Type 

The primary type description of the 
IUCR code. 35 

Description The secondary description of the IUCR 
code 380 

Location 
Description 

Description of the location where the 
incident occurred. 180 

Domestic Indicates whether the incident is related 
to violence domestic. 2 

Beat Indicates the police district where the 
incident occurred. 25 

Ward The ward (City council district) where 
the incident occurred. 50 

Community 
Area 

Indicates the community area where the 
incident occurred 77 

FBI Code Indicates the crime classification based 
in the FBI system 26 

X coordinate 
The X coordinate of the location where 

the incident occurred in the state of 
Illinois. 

78,528 

Y coordinate 
The Y coordinate of the location where 

the incident occurred in the state of 
Illinois. 

129,825 

Year Year when the incident happened 17 

Update On Date and time when the record was 
updated. 2,593 

Latitude The latitude of the location where the 
incident took place. 861,599 

Longitude The longitude of the location where the 
incident happened 861,046 

Location This attribute is formed with the data of 
latitude and longitude attributes. 862,781 

Arrest A binary variable that indicates whether 
a criminal was arrested. 2 
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Table II shows the attributes selected by the method. 
The order of occurrence corresponds to the existing 
correlation between them, according to the approach 
presented in the previous section. The proposed mean shift 
method presents as a relevant characteristic a required 
computation time of 148.95 seconds (see Table II), to select 
the attributes. This time consists of 17.63 seconds for 
loading the data set, 107.29 seconds for the creation of 
clustering, and 24.03 seconds to execute the correlation, 
allowing the selected attributes to be displayed in minimum 
processing time. 

TABLE II.  COMPARISON OF THE ATTRIBUTES SELECTED BY THE 
METHODS 

Method Selected Features Time 

Mean Shift 1,10,12,15,17,6,7,8,9 148.95s 

RFE 1,4,10,11,12,16,17 2096.49s 

Human Expert 1,2,4,5,7,8,9,10 0.00s 

 
In the RFE-based method, 80% of the data set is used for 

the training of the algorithm, and the remaining 20% of 
instances of the data set is used for the validation phase 
required by the method. This method requires 2069.49 
seconds to recommend the attributes to be selected (see 
Table II). The RFE method selects 7 attributes (UICR, 
Location Description, FBI Code, X coordinate, Y 
coordinate, Longitude, and Location) from a total of 17.          

Additionally, a group of experts was consulted (we call 
this a human expert-based method), composed of business 
analysts (employees of the police and criminalistics 
department) and software engineers who manage public 
safety systems. The human expert method required 25 hours 
to analyze the attributes and values of the data set, 
proposing the following 8 attributes: UICR, Primary Type, 
Location Description, Domestic, District, Ward, 
Community Area, and FBI Code. 

The mean shift method coincides with the RFE method 
in 4 proposed attributes to be selected (UICR, FBI Code, Y 
coordinate, and Location), but only coincide in the position 
of occurrence of one attribute (UICR), in the list of 
attributes selected by the methods. On the other hand, the 
mean shift method coincides with the human expert method 
in 5 attributes (UICR, District, Ward, Community Area, and 
FBI Code), and the RFE method agrees with the human 
expert method only in 3 selected attributes (UICR, Location 
Description, and FBI Code). The three methods recommend 
selecting as a first attribute the UICR code, but the order of 
the rest of the concordant attributes among the methods does 
not match. 

B. J48 Algorithm Results 
The J48 decision tree algorithm is used to evaluate and 

compare the performance of the proposed feature selection 

algorithm with the RFE method and the human expert 
method, in terms of predictive accuracy. 

The instances of the data subsets used in the experiment 
were selected and extracted by a random method, 
automatically, from the original data set. In our experiment 
a 60-20-20 approach was applied, that is, 60% of the 
observations were used to train our model, 20% of the 
instances were used for the test phase of the model and the 
remaining 20% of records in the data set were used for the 
validation of the class label prediction model. 

We formed the reduced data sets (sub data set) 
containing those features selected by different feature 
selection methods applied to the full experimental data set. 
Then, we trained, tested, and evaluated the J48 classifier on 
the reduced data sets. The obtained classification accuracies 
are shown in Table III. 

TABLE III.  THE ACCURRACY OBTAINED BY J48 ALGORITHM FOR 
EACH ATTRIBUTE SELECTION METHOD 

Algorithm Testing Accuracy Evaluation Accuracy 

Mean Shift 0.886173 0.886952 

RFE 0.887452 0.887816 

Human Expert 0.886638 0.887259 

 
It can be observed that the classifier trained on the mean 

shift data set tends to exhibit slightly lower classification 
accuracy in testing phase (0.886173). The classifier trained 
on the data set containing features selected by the RFE 
method constantly performed better than the classifier 
trained with mean shift and human expert data sets, both in 
the testing phase and evaluation phase.  

The next important result that can be observed in Table 
III is that the mean shift method exhibits an improvement 
classification performance in the evaluation phase 
(0.886952), compared to the accuracy achieved in testing 
phase. Additionally, the mean shift method reduces the 
distance with the precision obtained by the other two 
methods. 

IV. CONCLUSIONS 
Feature selection provides an effective way to solve the 

dimensionality problem by removing irrelevant and 
redundant data, which can reduce computation time, 
improve learning accuracy, and facilitate a better 
understanding of the learning model or data. 

The mean shift method proposed allows obtaining the 
necessary features without human intervention, because the 
clustering is carried out automatically without the need to 
define a K number a priori. The selection of the most 
representative features is made with the support of 
Pearson’s linear correlation, pre-defining a threshold of +-
0.5, allowing to discard irrelevant attributes. 

35Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3

IMMM 2019 : The Ninth International Conference on Advances in Information Mining and Management



On the other hand, in the RFE method, it is necessary to 
define initially how many attributes we want the algorithm 
to select. In addition, since it is a wrapper-type method, it 
depends entirely on the learning algorithm with which it was 
trained. 

In our experiment, it is observed that the computation 
time required by the RFE method is very high compared to 
the processing time required by the mean shift method. This 
method only needs a 7.19% of the time of the RFE method 
to determine the attributes to be selected. Therefore, we 
consider that in data mining and automatic learning tools, 
with real-time execution, it is feasible to use the proposed 
mean shift method, because the computation time required 
to select the attributes by mean shift method is better than 
RFE and human expert methods. 
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