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Abstract—In a data center, servers communicate with each
other to handle a large amount of data, and the network
within the data center should provide sufficient bandwidth.
In addition, the traffic pattern in a data center changes in a
short interval, and the data center network should accommodate
such frequently changing traffic. Since it is hard to obtain
traffic information of the whole network in a short interval, the
routing methods using local traffic information are suitable for a
large data center network. Though there are many researches
to construct data center networks, none of them discuss the
characteristics of the data center network structures that can
provide sufficient bandwidth considering the routing methods.
In this paper, we evaluate the network structures constructed by
setting various parameters of the Generalized Flattened Butterfly
(GFB), FatTree and Torus considering the routing methods. The
results show that the network constructed in a hierarchical
manner and having multiple links from a node in each layer
can provide sufficient bandwidth between all servers.
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I. INTRODUCTION

In recent years, online services such as cloud computing
have become popular, and the amount of data, required to be
processed by such online services, is increasing. To handle
such a large amount of data, large data centers with hundreds
of thousands of servers have been built.

In a data center, servers handle a large amount of data by
communicating with each other. The performance of the data
center depends on the network connecting between servers.
There are many researches to construct data center networks
[1-5]. A network structure called FatTree, which can provide
large bandwidth between all servers using commodity switches
with a small number of ports, has been proposed by M. Al-
Fares et al. [1]. A cost-efficient structure for a high-radix
network, which can provide large bandwidth and a small
average number of hops between all servers, has also been
proposed [2]. The methods to connect a large number of
servers with a small number of switches have also been
proposed by C. Guo et al. [3, 4]. In addition, we have proposed
the method, named GFB, which can construct appropriate
network structures by setting parameters to meet the demands
of applications in a data center [5]. However, these papers
aimed to propose the specific network structures, and did not
discuss the characteristics of network structures suitable to a
data center sufficiently.

In a data center, handling significant traffic changes and
failures is another problem. Traffic in a large data center
changes frequently [6]. Failures are also common in a large
data center [7]. Even when such traffic changes or failures
occur, we should keep the performance of the data center. One

of the important methods to keep the performance of the data
center is the routing methods. By changing the routes based
on the current traffic and network status, we can keep the large
bandwidth between servers even in case of traffic changes or
failures.

To calculate the optimal routes of the traffic between all
server pairs, we require the traffic information of the whole
network. In a larger data center, however, it is difficult to
collect the traffic information of the whole network in a short
interval, while the traffic changes frequently. Thus, in a data
center, a routing method should control routes between servers
based on the local information which can be obtained by each
switch. There are several researches to control routes between
servers for a data center [8]. A. Greenberg et al. proposed a
method to distribute loads by randomly choosing switches in
high layers at the Tree structure [8, 1]. M. Al-Fares et al. use
the Equal-Cost Multi-Path routing (ECMP) to distribute loads
to multiple paths in the FatTree [1]. However, these methods
consider only a particular network structure and none of them
clarify the network structure suitable to the routing methods.

In this paper, we evaluate the various network structures
considering the routing methods for a data center. Then, we
clarify the characteristics of the network structures where the
routing methods can provide a large bandwidth between all
servers.

The rest of this paper is organized as follow. Sections II and
III explain the network structures and the routing methods
used in this paper, respectively. In Section IV, we describe
the evaluation process. Then we discuss the results of the
evaluation in Section V. Finally, we conclude this paper in
Section VI.

II. NETWORK STRUCTURE

In this paper, we compare the performance of various
network structures constructed with switches which have the
same number of 10 Gbps ports, and clarify the characteristics
of the network structures that can provide sufficient bandwidth
between all servers. In this paper, we use the following
network structures.

A. GFB

The GFB [5] is a network structure which is constructed hi-
erarchically; the upper-layer GFB is constructed by connecting
the lower-layer GFBs. The GFB has the following parameters.

• Number of layers: k
• Number of links per node used to construct layer-k GFB:

Lk
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• Number of layer-(k− 1) GFBs used to construct layer-k
GFB: Nk

By setting these parameters, we can construct various network
structures.

The layer-k GFB is constructed based on the ID assigned for
each layer-(k−1) GFB. First, the GFBs having the nearest ID
are connected to construct a ring topology. Then the residual
links are used to connect the layer-(k − 1) GFBs so that the
interval of the IDs of the layer-(k − 1) GFBs connected to a
certain layer-(k − 1) GFB is equal.

In this paper, we construct and compare the various network
structures by setting the parameters of the GFB.

B. FatTree

The method to construct the topology called FatTree by
using switches with small number of ports was proposed by
Al-Fares et al. [1]. The FatTree is a tree structure including
multiple roots and multiple pods constructed of multiple
switches.

Each pod is regarded as the switch with a large number of
ports constructed by multiple switches with a small number
of ports. Pods are constructed as the butterfly topology, where
each switch uses a half of its ports to connect it to the switches
of the upper layer, and the other half of its ports to connect it
to the switches of the lower layer. The switches at the lowest
layers are connected to the servers.

Though the method proposed by Al-Fares et al. [1] con-
structs the 3-layer FatTree, which is constructed of the root
switches and the pods with two layers, we can construct
the FatTree topologies with more layers. The k-layer FatTree
constructed of switches with n ports includes (2k − 1)n2

k−1

switches.

C. Torus

Torus is a network structure constructed by locating
switches in multidimensional grid. The n-dimensional Torus
is constructed based on the IDs of the switch which are the
n-dimensional vectors. In the n-dimensional Torus, the switch
A is connected to the switch B whose ID is next to the ID of
the switch A in a dimension and equals the ID of the switch
A in the other dimensions. The n-dimensional Torus requires
switches with 2n ports.

III. ROUTING METHOD

A routing method selects the route passed by each packet
from the candidates of the routes by using the traffic informa-
tion. In this paper, we classify the routing methods based on
the traffic information used by them.

The first one is a method that does not use the traffic
information. In this method, each switch selects the next node
passed by a packet randomly from the candidates of the next
hop. We call this method the random routing.

The second one uses only the local traffic information that
can be obtained by each switch. In this method, each switch
selects the next hop whose corresponding link has the least

utilization among the candidates. We call this method the local
routing.

The third method uses traffic information of the whole
network. In this routing method, a server, which is used
to calculate a route of traffic, collects the overall traffic
information and determines a route of traffic based on this
information. We call this method the global routing.

In this paper, we use the above three types of the routing
methods. In each method, we use the two types of the
candidates of the routes; the first type of the candidates
includes only the shortest paths, and the second one includes
the shortest paths and the paths which are one hop longer than
the shortest path.

The random routing and the local routing immediately adapt
the route of a packet so as to suite the current traffic without
collecting overall traffic information when traffic changes.
On the other hand, the global routing cannot change the
routes before the traffic information of the whole network is
collected. For the global routing, we evaluate both cases that
the traffic information after the traffic changes is collected
or only the traffic information before the traffic changes is
obtained.

In this paper, we also evaluate the case that link failure
occurs. In all of the routing methods used in this paper, we
calculate the routes after eliminating the routes including the
failed links from the candidates. If no candidates remain, the
traffic cannot be accommodated.

IV. EVALUATION PROCESS

A. Overview

In this paper, we evaluate the combination of the network
structures and the routing methods. In this evaluation, we
generate traffic between all servers. Then, the network struc-
ture accommodates the traffic along the routes calculated by
the routing methods. If we cannot find the routes without
congestion, the traffic cannot be accommodated. In this paper,
we focus on the case of the maximum amount of traffic that
can be accommodated by the combination of the network
structures and the routing methods, to evaluate the maximum
bandwidth provided between all servers.

B. Traffic

A data center has two kinds of traffic; the mice traffic
and the elephant traffic. The mice traffic is generated when
a server exchanges a small message with the other servers.
The elephant traffic is generated when a server exchanges a
big data, such as files.

In this paper, the traffic is generated as the combination of
the mice and elephant traffic. The mice traffic is generated
between all servers and the amounts of the mice traffic are set
to the random values so as to make the mice traffic occupying
around 10 % of the bandwidth of all links in a network. The
elephant traffic is generated between randomly selected server
pairs. The amount of the elephant traffic is set to the largest
value that can be accommodated by the combination of the
network structure and the routing method. To set the amount
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TABLE I
NETWORK STRUCTURES WITH VARIOUS NUMBERS OF LINKS AT EACH

LAYER

name N0 N1 N2 L0 L1 L2

GFB224 4 6 14 2 2 4
GFB242 4 6 14 2 4 2
GFB314 4 6 14 3 1 4
GFB323 4 6 14 3 2 3

of elephant traffic, we increase the amount of the elephant
traffic unless the congestion occurs.

In this evaluation, we generate the traffic change by regen-
erating the mice traffic and newly selecting the server pairs
where the elephant traffic is generated.

C. Metrics

In this paper, we focus on the case that the largest amount
of the elephant traffic is generated. Then we investigate the
smallest amount of the elephant traffic between server pair
among the server pairs where the elephant traffic is generated.
By investigating the smallest amount of the elephant traffic, we
compare the bandwidth between servers that can be provided
at least. In addition, when we generate link failures, we also
investigate the communication failure ratio which is defined
by the ratio of flows between switch pairs that have no routes
from the source server to the destination server.

V. EVALUATION

In this section, we discuss the characteristics of a network
structures which can provide a large bandwidth between all
servers. In this evaluation, to clarify the characteristics of the
network structures suitable to a data center, we compare the
network structures constructed by setting various parameters
of the GFB. The GFB constructs various network structures
by setting its parameters. By comparing the network structures
constructed by setting the parameters of the GFB, we clarify
the characteristics of the network structures suitable to a
data center. First, we compare the performances of network
structures with various numbers of links at each layer. Then,
we compare the performances of network structures with
various numbers of layers.

We also compare the performances of network structures
when link failures occur. Finally we compare the performances
of the GFB with that of the Torus and the FatTree.

A. Comparison of network structures with various link at each
layer

In this subsection, we use the network structures shown
in Table I, constructed by connecting 336 switches with 8
ports. The network structures are constructed by setting the
parameters in the GFB. All of the network structures used in
this subsection, Ni are set to the same value. We change Li to
clarify the impacts of the number of the links in each layer on
the bandwidth provided between servers. In this subsection,
we refer each network structure by the number of links at
each layer. The elephant traffic to one destination server per

one switch is generated. The server pairs where the elephant
traffic is generated are selected randomly.

Figure 1 shows the minimum amount of the elephant traffic
between a certain server pair which can be accommodated
to each network structure by using each routing method. As
shown in this figure, the global routing can provide the largest
bandwidth between all servers at any network structures if the
accurate traffic information is collected. The global routing,
however, can provide only as large bandwidth between all
servers as the random routing if we have only the traffic
information before the traffic change. It is difficult to collect
accurate traffic information of all links in a short time interval,
though traffic in a large data center changes frequently[6].
Therefore, in the data center, the routes should be calculated
based on the local traffic information that can be obtained by
each switch.

As shown in Fig. 1, the local routing can provide as large
bandwidth between all servers as the random routing. This
is because each switch does not have the information of the
links connected to the next switches. Thus, each switch cannot
know whether the next switch has the congested links, and may
select the next switch having the congested links. As a result,
the local routing provides only the similar bandwidth to the
random routing.

This figure also indicates that the candidate routes including
the one hop longer paths provide larger bandwidth. This is
because each switch has more candidates by including one
hop longer path. Thus, it is easy to avoid the congested links.

In the following evaluation, we focus on the characteristics
of each network structure. We compare the bandwidth pro-
vided by the random routing with the candidates including
the shortest path and the one hop longer path.

As shown in Fig. 1, GFB224 can provide the largest
bandwidth between all servers. The largest bandwidth between
all servers depends on the maximum link utilization. To
discuss the link utilization, we model the probability that traffic
between each switch pair passes the link by Eqs. (1) and (2).
In this model, we assume that the link passed by the traffic
is selected randomly among the link in the network. We also
assume that the probability that the traffic between each switch
pair passes the link depends only on the layer of the link,
because each layer of the GFB is symmetric.

Pk is the probability to select a link in the layer k as the
link passed by the traffic. P1 is calculated by

P1 = p×

(
1−

H1−1∏
k=0

(
1−

1

l − k

))
, (1)

where p is the probability that the flow passes a particular
layer-1 GFB, l is the number of links at the layer-1 GFB and
H1 is the number of hops at the layer-1 GFB.

The layer-2 GFB uses (N1 × L2) links per layer-1 GFB
for the connection between the layer-1 GFBs. We assume that
the sufficient number of links are used to connect the layer-1
GFBs, and the layer-1 GFBs are fully connected. Thus, no
traffic passes multiple links between layer-1 GFBs. Therefore,
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Fig. 1. Minimum amount of the elephant traffic between a certain server pair which can be accommodated by each network structure with various numbers
of links at each layer

P2 is calculated by

P2 = q ×
1

lGFB
, (2)

where q is the probability that the flow passes a particular link
between layer-1 GFB-pair and lGFB is the number of the links
between a certain layer-1 GFB-pair.

A network structure whose P1 and P2 in these equations
is small can provide large bandwidth between all servers. As
shown in Eq. (1), to make P1 smaller, a network structure
should have smaller H1. We can reduce H1 by reducing
the number of switches in the layer-1 GFB or increasing
the number of the links in the layer-1 GFB since the max-
imum number of hops at the layer-1 GFB is calculated by⌈

N1

2×(L1−1)

⌉
according to Tarutani et al. [5]. Increasing the

number of links at the higher layer also reduces H1, because
if multiple switches are connected to the laye-1 GFB including
the destination, the flow goes out the GFB including the source
from the switch nearest to the source among the switches
connected to the destination GFB.

As shown in Eq. (2), to make P2 smaller, a network structure
should have large lGFB . To increase lGFB , we need to increase
the number of links at layer-2 GFB, or reduce the number of
the layer-1 GFBs connected at the layer-2 GFB because lGFB

is calculated by N1×L2

N2
.

The above discussion is also applicable when the number
of layers is more than 2. The probability that the flow passes
the links at the higher layer is small when the number of the
links between the GFB pair is large.

According to the above discussion, to provide a large
bandwidth, the number of links at each layer Lk should be
sufficiently large compared with Nk. In this subsection, we
set N1 to 4, N2 to 6, and N3 to 14. In the GFB242, the
number of links at the layer 3, L3 is small compared with
N3 = 14. In the GFB314, the number of links at the layer
2, L2 is small compared with N2 = 6. Thus, these network
structures cannot provide a large bandwidth between servers.

The GFB224 provides a larger bandwidth than the GFB323.
This is because the number of links at the lowest layer is
sufficient even when L1 = 2, since the GFB of the lowest layer
includes only 4 switches. In this case, by adding more links to
the upper layers, we reduce the number of hops to the other
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Fig. 2. Minimum amount of the elephant traffic between a certain server pair
which can be accommodated by each network structure with various numbers
of layers

layer-1 GFBs, and increase the bandwidth provided between
servers compared with adding more links to the lowest layer.

To summarize the above discussions, the GFBs where the
number of links at a particular layer is small cannot provide
large bandwidth between all servers. Therefore we need a
network structure which has sufficient number of links at all
layers.

B. Comparison of network structures with various numbers
of layers

In this subsection, we evaluate the performances of the
network structures when we change the number of layers.
In this evaluation, we use the network structures shown in
Table II. In all network structures used in this subsection
are constructed of 336 switches with 8 ports. The network
structures constructed with various numbers of layers by
setting the parameters in GFB. In this subsection, we refer each
network structure by the number of layers. In this subsection,
the elephant traffic to one destination server per one switch
is generated. The server pairs where the elephant traffic is
generated are selected randomly.

Figure 2 shows the minimum amount of elephant traffic
which can be accommodated by each network structure. As
shown in Fig. 2, GFB(1 layer) can provide the smallest
bandwidth between all servers. GFB(2 layers) and GFB(3
layers) can provide lager bandwidth between all servers. This
is because the large number of hops between servers in the
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TABLE II
NETWORK STRUCTURES WITH VARIOUS NUMBERS OF LAYERS

name the number of layer N0 N1 N2 N3 L0 L1 L2 L3

GFB (1 layer) 1 336 - - - 8 - - -
GFB (2 layers) 2 14 24 - - 4 4 - -
GFB (3 layers) 3 4 6 14 - 2 2 4 -
GFB (4 layers) 4 3 4 4 7 2 2 2 2

1-layer GFB increases the link utilization.
The number of hops between a switch pair is calculated as

follows. H
(i)
k is the number of hops between a switch pair

at the layer-k GFB with ID(i), and P is the set of ID of the
layer-(k − 1) GFBs where a flow passes.

Hk =
∑
i∈P

(H
(i)
k−1 + 1)− 1 (3)

As shown in Eq. (3), the number of hops between a switch pair
depends on the number of GFBs at the lower layer passed by
the traffic and the number of hops at the lower layer GFBs. The
1-layer GFB is constructed by adding links to a ring topology
so that the interval of the IDs of the switches connected to a
certain switch is equal. When the number of switches is 336,
the interval of the IDs is 56, and the number of hops between
switches is large. As shown in Eq. (1), the large number of
hops causes the high probability that a flow passes a particular
link. As a result, the 1-layer GFB cannot provide the smallest
bandwidth.

In the 2-layer GFB used in this evaluation, the layer-1 GFB
includes 14 switches, and the layer-2 GFB includes 24 fully
connected layer-1 GFBs. Thus, the number of hops in each
layer is significantly smaller than the 1-layer GFB, and the
number of hops between a switch pair is small. As a result,
the probability that a flow passes a particular link is smaller,
and a network structures constructed in a hierarchical manner
can provide larger bandwidth between all servers than the 1-
layer GFB.

In the 4-layer GFB, we cannot provide as large bandwidth
as the 2-layer or 3-layer GFB. This is because the number of
hops in the 4-layer GFB becomes larger than that in the 2-
layer or 3-layer GFB. As shown in Eq. (3), the number of hops
between a switch pair is calculated by adding the number of
hops at lower layer recursively. The number of the recursive
calculations increases if the number of the layers increases.
If the increase of the number of the layers does not reduce
the number of hops in each layer sufficiently, the increase of
the number of the layers makes the number of hops between
a switch pair large. As a result, though the 4-layer GFB can
provide larger bandwidth than the 1-layer GFB, the 4-layer
GFB can provide only smaller bandwidth than the 2-layer or
3-layer GFB.

As discussed above, to provide larger bandwidth between
all servers, the network structure should connect any switch
pairs with a small number of hops. It is effective to reduce the
number of GFBs at each layer by constructed in a hierarchical
manner. However, if the number of layers is too large, the
traffic between a switch pair passes many layers, and its

number of hops becomes large. Therefore, we need to set the
number of layer to as small value as possible without a large
number of hops in each layer.

C. Evaluation in the case of link failures
In a large data center, failures such as link failure are

common. Thus, the network should be robust to failures to
keep the service provided in a data center even when failure
occurs. In this subsection, we evaluate the communication
failure ratio of various network structures when links have
failed, and discuss the characteristics of a network structure
robust to failures.

Figure 3 and 4 show the communication failure ratio of
the network structures shown at Tables I and II when several
links failed. As shown in Figs. 3 and 4, each switch having
the candidates of the routes including the one hop longer path
can achieve the smaller communication failure ratio than the
case of the candidates including only the shortest path. This
is because each switch has more candidates by including one
hop longer path and it is easy to bypath the failed links.

As shown in Fig. 3, the communication failure ratio in
the GFB224 is the smallest. As discussed in the previous
subsection, the GFB242, the GFB314, and the GFB323 have
the links passed by many flows. The failures of such links
passed by many flows cause the large communication failure
ratio in these network structures.

When the candidate routes include only the shortest paths,
the communication failure ratio is the lowest in the 4-layer
GFB. This is because the number of routes between switches
is large in the 4-layer GFB. In the 2-layer GFB or the 3-
layer GFB, though the number of hops is smaller than the 4-
layer GFB, the number of the shortest paths between servers
is small.

By including the one hop longer paths in the candidates of
the routes, the 2-layer GFB and the 3-layer GFB also achieves
the similar communication failure ratio to the 4-layer GFB.
However, the communication failure ratio of the 1-layer GFB
is large even when the candidate routes include the one hop
longer paths. This is because the probability that each flow
passes the link is large in the 1-layer GFB. Thus, the failure
of the links in the 1-layer GFB has a large impact on many
flows, and causes the large communication failure ratio.

As discussed above, a network structure, which has multiple
routes between servers and the small probability that each flow
passes each link, are robust to failures.

D. Comparison of GFB, Torus and FatTree
In this subsection, we compare the performances of the

network structures constructed by setting parameters in the
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Fig. 3. Communication failure ratio of network structures with various numbers of links at each layer in the case of link failures
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Fig. 4. Communication failure ratio of network structures with various numbers of layers in the case of link failures

TABLE III
COMPARISON OF THE NETWORK STRUCTURE USED IN OUR EVALUATION

name the number of switches the number of links average hops maximum hops
GFB(5,5,6) 150 450 4.09 7

Torus 150 450 4.93 8
FatTree 189 486 6.62 7
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Fig. 5. Minimum amount of elephant traffic which can be accommodated by
GFB, Torus and FatTree when the elephant traffic to one destination server
per one switch is generated

GFB with that of the Torus and the FatTree. The Torus is
the well-studied network structure. Compared with the GFB,
the Torus has a large number of hops, but it has more routes
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Fig. 6. Minimum amount of elephant traffic which can be accommodated
by GFB, Torus and FatTree when the elephant traffic to ten destination server
per one switch is generated

between a switch pair. The FatTree is the network structure
used in the existing data centers. The FatTree has the same
number of maximum number of hops as the GFB, but the
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average number of hops between servers is larger than the GFB
or the Torus. Similar to the Torus, the FatTree has multiple
routes between server pairs. By comparing the GFB with these
network structures, we evaluate the impacts of the average
number of hops and the number of routes between switch
pairs.

In this evaluation, we use the network structures shown
in Table III. Table III also includes the average number of
hops and the max number of hops between all switch in each
network structure. The GFB and the Torus are constructed of
150 switches with 6 ports, and the FatTree is constructed of
189 switches with 6 ports. In this evaluation we use a network
structure by setting parameters [N0 = 5, N1 = 5, N2 =
6, L0 = 2, L1 = 2, L2 = 2] in GFB. Also we use the 3-
dimentional 5 × 5 × 6 Torus, and the 4-layer FatTree which
is constructed by allocating 54 switches at the lowest layer. In
the FatTree, only the switches at the lowest layer are connected
to servers. In the FatTree, we generate the same number of
flows as in the GFB and the Torus. In the FatTree, we obtain
only the case that each switch has the candidates of the routes
including only the shortest paths because the one hop longer
path does not exist in the FatTree.

In this subsection, we obtain the evaluation results of two
cases of the ratios of the generated elephant traffic. In the first
case, we generate that the elephant traffic to one destination
server per one switch. In the other case, we generate the
elephant traffic to ten destination servers per one switch
is generated. Figure 5 shows the minimum amount of the
elephant traffic which can be accommodated by each network
structure when the elephant traffic to one destination server per
one switch is generated. Figure 6 shows the minimum amount
of the elephant traffic which can be accommodated by each
network structure when the elephant traffic to ten destination
servers per one switch is generated. As shown in Figs. 5 and 6,
the GFB and the Torus can provide larger bandwidth between
all servers than the FatTree. This is caused by the large average
number of hops of the FatTree. In the FatTree, each flow passes
more links, and requires the bandwidth of a large number of
links. As a result, the bandwidth of each link is occupied with
a small amount of traffic between servers.

Fig. 5 also indicates that the Torus can accommodate more
traffic than the GFB, if the candidate routes include only the
shortest path. This is because the Torus has a larger number of
the shortest paths between switches than the GFB. However,
in case of the candidate routes including one hop longer path,
the GFB also has the sufficient number of routes between
switches, and can accommodate the similar amount of traffic
to the Torus.

As shown in Fig. 6, the GFB can provide the largest
bandwidth between all servers by using the local routing with
the candidates including one hop longer path. Though the
Torus provides the largest bandwidth in Fig. 5, the Torus
cannot provide as large bandwidth as the GFB in Fig. 6. This is
because that the number of hops between switch pairs is larger
in the Torus than the GFB. Thus, in the Torus, the bandwidth
of each link is occupied with a small amount of traffic between

servers.
As discussed above, the network structure with a large

number of candidate routes between servers is required to
provide a large bandwidth between servers when the number
of flows in the network is small. However, when the number
of flows in the network is large, the average number of hops of
the flow becomes more important. Thus, the network structures
should have small average number of hops to provide a large
bandwidth when the number of flows is large.

VI. CONCLUSION

In this paper, we evaluated the data center networks con-
sidering the routing methods. According to the results, to
provide a large bandwidth between servers, we should make
the number of hops small by constructing the network in a
hierarchical manner, and make the number of routes between
servers large by adding multiple links from a node in each
layer.
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