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Abstract— ‘Government 3.0’ as the new paradigm brings in new 

disruptive technologies in the digitization process of the public 

sector.  The massive use of Artificial Intelligence, Machine 

Learning, Big Data Analytics, Internet of Things and other 

technologies in public service provisioning that have a potential 

to significantly influence the life of a large number of citizens 

demands for a thorough investigation of the ethical concerns. 

Along a literature review, this paper investigates the ethical 

issues associated with the implementation of disruptive 

technologies in the public sector. In the first part of the paper, 

ten categories of ethical concerns in e-government are identified. 

Subsequently, these ten categories guide a more detailed review 

of 74 articles dealing with specific ethical concerns in relation to 

the implementation of Artificial Intelligence and Big Data in e-

government. The literature review revealed important 

similarities and differences in ethical issues relating to the two 

technologies. 

Keywords-ethics, government 3.0, e-government, disruptive 

technologies. 

I.  INTRODUCTION 

The discussion of ethics should be an integral part of e-
government research, in particular when new disruptive 
technologies are to be deployed. Often however, ethical 
considerations are relegated to the “Discussion” or “Future 
research” sections of the papers. This paper therefore studies 
existing literature on ethics in e-government. Furthermore, 
ethical implications of the introduction of new disruptive 
technologies in e-government are identified. 

Ethics has been defined as “the art of living well” by 
Aristotle (cited in [1]) and has been one of the most discussed 
philosophical concept ever since [2]. Treviño et al. define 
ethical behavior as “doing the right thing, showing concern 
for people and treating people right, being open and 
communicative, and demonstrating morality in one’s personal 
life” [3, pp. 131–132]. Ethics in government refers to ethical 
behavior and to the approach of organizing the processes and 
rules of governance in a way that shows concern for citizens, 
is transparent and accountable (cf. good governance principles 
[4]).  

Discussion of ethics in e-government lies on the 
intersection of the areas of the ethics in government and the 
Information and Communication Technologies (ICT) ethics. 
In his paper of 1986, Anderson identified four major ethical 
issues in ICT: privacy, accuracy, property and accessibility 

[5]. More than thirty years later these issues are even more 
important and contentious than at the dawn of the Internet era, 
for several reasons (particularly in regards to e-government): 
firstly, the relationship between the government and a citizen 
is unequal one: citizen is dependent and vulnerable [6]; 
secondly, ICTs have an effect on public values, and their 
transformative potential should be also viewed in this 
dimension [7][8]; thirdly, the landscape of the public sphere is 
different from the private sphere as the ultimate aims of the 
organizations involved are very different [9]. 

This paper studies the subject of ethical implementation of 
e-government and the ethical introduction and use of the ICTs 
in public sphere, while we do not discuss questions of ethical 
decision-making by individual officials in government. The 
research is a part of the Erasmus+ Gov 3.0 project 
(https://www.gov30.eu), which aims to establish 
Government 3.0 as a research domain. The project team 
defines Government 3.0 as follows: 

Government 3.0 refers to the use of new disruptive ICTs 

(such as blockchain, big data and artificial intelligence 

technologies), in combination with established ICTs (such 

as distributed technologies for data storage and service 

delivery) and taking advantage of the wisdom of crowd 

(crowd/citizen-sourcing and value co-creation), towards 

data-driven and evidence-based decision and policy 

making. [10, p.2] 
The Gov 3.0 project identifies and describes new 

technologies, trends and concepts associated with the 
Government 3.0 paradigm. Some of these technologies are 
termed “disruptive” as they are likely to have significant 
impact on how e-government will be shaped in the future. 
Along the project, the authors conducted several workshops 
discussing the Government 3.0 concept and the use of 
disruptive technologies in public spheres. Ethical issues were 
one of the most discussed topics along these workshops. Yet 
despite ethics being one of the biggest concerns of academics 
along the implementation of new technologies, no systematic 
review of literature on ethics in e-government has been found. 
In this paper, we therefore investigate ethics in the implemen- 
tation of the most significant disruptive technologies, namely 
Artificial Intelligence (AI) and Big Data.  

The structure of the paper is as follows: Section II presents 
the research methodology of the paper and outlines the 
research questions, Section III presents results of the literature 
review of the ethical considerations in e-government, 
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identifying main ethical themes in the research. In Section IV, 
we present the results of the literature review of the ethical 
issues concerning AI and Big Data use in Government 3.0. 
Section V discusses the results of the literature review and 
concludes with an outlook on future research on ethics in e-
government and by reflecting the limitations of the paper.  

II. METHODOLOGY 

The aim of the paper is to scope the understanding of 
ethics in e-government and spotting the needs for ethical 
considerations in Government 3.0, specifically with new 
disruptive technologies and technological trends. The paper is 
descriptive and based on a systematic literature review. 

Three research questions guide this research: 
1. What are the main ethical considerations within the 

e-government domain? 
2. What ethical issues can be identified concerning the 

implementations of AI and Big Data within e-government? 
3. What are the research needs concerning ethical 

issues of disruptive technologies in e-government? 
Following Kitchenham and Charters [11], the articles were 

collected from the four databases: SpringerLink 
(http://link.springer.com/), IEEE Xplore 
(http://ieeexplore.ieee.org/Xplore/), ACM (http://dl.acm.org/) 
and DGRL (V. 14, only for the first stage). The search was 
carried out in autumn 2018. Search was restricted to the title 
and abstract of the papers and was with the search string: 
“ethics AND (‘digital government’ OR ‘e-government’)”. 
This allowed identifying main ethical considerations and 
themes in e-government, presented in Section III. Reviewing 
the results of the searches ensured that chosen papers focus on 
ethical issues, i.e., papers that did not include ethical issues as 
a main or at least a secondary topic, were not published in a 
peer-reviewed journal or conference proceeding or were not 
accessible in full-text were excluded (exclusion criteria). 

For the second stage, literature on ethical issues of the 
specific technologies was searched and reviewed. The search 
strings “AI | Artificial Intelligence | Big Data AND (‘ethical 
issues’ OR ‘ethics’)” were used, resulting initially in 645 
references. After the exclusion criteria were applied, 74 papers 
were left (27 AI, 47 Big Data papers). First exclusion was 
made after examining metadata of the articles, while the 
second exclusion was based on full-text scans of the articles. 
Out of the remaining papers, we extracted ethical issues 
applicable to the use of these technologies in e-government.  

To analyze ethics aspects specifically related to the 
disruptive technologies, we used the concept-centric approach 
suggested by Webster and Watson [12]. For example, the list 
of broad ethical themes resulting from the first review cycle 
of ethics was used to codifying the presence or absence of the 
theme in each paper on ethics in AI and Big Data. The results 
of this literature review are described in Section IV.  

III. ETHICS IN E-GOVERNMENT 

Literature review identified 22 articles focusing on ethics 
in e-government. Table I lists the ten ethical considerations in 
e-government along with the literature. Subsequently, we 
summarize the main aspects of these ethical considerations.  

 

TABLE I.  ETHICAL CONSIDERATIONS IN E-GOVERNMENT 

Ethical considerations in  

e-government 

Articles reviewed 

Inclusivity [6], [7], [9], [13]–[18] 

Privacy [6], [16], [17], [19]–[25] 

Data use [6], [21], [24], [26] 

Quality/ Accuracy of information [9], [23], [25] 

Transparency [7] 

Accountability [19], [27] 

Information ownership [20], [23] 

Trust  [6], [7], [9], [19], [23], [28] 

Alignment of values [13], [17], [23], [29], [30] 

Cost [6], [16], [25] 

Inclusivity refers to the concern about the inability of some 
groups of citizens to make use of the digital government 
services. It is discussed in the context of the digital divide 
either within a society or between countries. Most common 
factors causing digital divide are disparity in access to 
technology, wealth, education or age-related differences [14]. 
Inclusivity is a significant concern as in some cases e-
government services are replacing the traditional ways to 
interact with the government, so citizens who are unable to 
use the new services are put in significant disadvantage. 

Privacy is the concern about the unauthorized or 
inappropriate use of individual information by the government 
or other actors. Privacy is the most discussed ICT-related 
ethical issue, especially after the advent of social media and 
large-scale personal data collection [31]. 

Data use refers to the concern about inappropriate use of 
collected data. This includes for example the aggregation of 
data from different sources to infer new information or to de-
anonymize individual citizens. This is not a new issue [32], 
however with the increase of the amount of data about any 
particular person, cross-referencing different databases has 
become a significant concern, threatening citizens’ privacy. 

Concerns on quality and accuracy of information relate to 
the imperfect digitalization of certain data in the transition to 
digital services. Data errors or incomplete information in 
databases may result in additional costs for a citizen [25]. 

Transparency is a concern that certain processes in e- 
government may become black boxes, impossible to 
understand by individual citizens. Lack of transparency may 
lead to the inequality of treatment, when certain decisions are 
made using invisible decision processes based on data only 
available to the system [24].  

Accountability is related to transparency and concerns the 
responsibility of government toward an individual citizen in 
case of problems with or misuse of the digital government 
system. Accountability is necessary to improve citizen trust in 
e-government [33].  

Information ownership is about the possibility of the 
digital government system’s user to change or restrict access 
to one’s own information. It also concerns the re-use of certain 
information from the e-government systems by the third 
parties [34][35]. 

Trust is a general consideration of the effect that the 
automatization (and associated de-humanization) of the 
government services may have on an individual citizen. It also 
encompasses the issues of government control and 
surveillance [7][31].  
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Alignment of values refers to the mismatch between the 
values of the government and the citizens. Sometimes 
motivation of the government to introduce digital services 
(e.g. cutting costs, improving efficiency) may not be aligned 
with the interests of the citizens, who value accountability and 
inclusivity of the services [6][16]. This concern is connected 
to the inclusivity and trust concerns. The discussion of values 
in this context also touches on the differences of attitudes to 
the free speech versus security dilemma [17][36] and the 
difference between values across countries, i.e., imposing 
western values in the developing countries [13]. 

Cost consideration refers not only to the financial cost of 
implementing and running the digital government services but 
also trade-offs for the citizens, associated with the 
implementation of e-government services: ensuring inclusive 
access to government services may increase the workload for 
the civil servants and thus the cost of public services [6].  

IV. ETHICAL ISSUES IN GOVERNMENT 3.0 

The second stage of the literature review identifies specific 
ethical issues related to the new disruptive technologies AI 
and Big Data in e-government. The issues are categorized 
along the 10 ethical considerations identified in Section III.  

A. Artificial Intelligence 

The use of AI in government is expected to increase as 
well as the significance of its effects on issues with moral 
component [37][38]. Literature distinguishes between 
‘Artificial Intelligence’ (AI) and ‘Artificial General 
Intelligence’, A(G)I. “AI in e-government” refers to the use of 
elements of artificial intelligence to facilitate some of the 
services and processes, while A(G)I relates to autonomous 
decision-making and AI-supported robots in the society in 
future [39]. While the latter has implication for government as 
well [37], it is not part of our current investigations, as we 
focus on current implementations of AI in e-government. 

TABLE II.  ETHICAL CONSIDERATIONS OF AI IN E-GOVERNMENT 

Ethical consideration in  

e-government 

Supporting literature 

Inclusivity [40]–[45] 

Privacy [45]–[49] 

Quality/ Accuracy of 

information 

[46] 

Transparency [37], [47] 

Accountability [37], [45], [47]–[52] 

Information ownership [53] 

Trust  [37], [40], [47], [54], [55] 

Alignment of values [37], [42], [44]–[48], [53], [55]–[60] 

Cost [41], [42], [48], [61], [62] 

 
Of the literature reviewed, 27 papers (Table II) are dealing 

with ethical issues in the application of AI. Most common 
categories of the ethical concerns mentioned are values (14), 
accountability (9), privacy (8), inclusivity (6) and cost (6). In 
most of the cases, the issues relate to the AI-assisted Big Data 
use for decision making (both autonomous by AI or AI-
assisted). The most common ethical issues in each category 
are described below. 

 

1) Major issues  
Accountability: The concerns of this category relate to the 

automated decision-making by AI systems. Who is 
responsible or liable for AI making a bad decision (ethically, 
legally or otherwise)? This is a significant concern in private 
sector (especially relating to the autonomous vehicles), but 
also a huge issue in government, where decisions can have 
implications on a very large scale [52]. Thus the question of 
liability should not be only discussed when implementing the 
decision-making systems but also be explicitly addressed in 
laws [50][51]. 

Value alignment: while the decisions made by the 
autonomous AI systems should be ideally based on hard data, 
there is a concern that such decisions might not be objective 
[48]. What values should be programmed into the AI making 
complex data-based decisions is an open question [50][59]. 
For simple decisions, rules may be straightforward. For some 
other, choosing between two sub-optimal options may amount 
to the value judgment [55]. Ensuring transparency and 
providing sufficient discussions of such algorithms may help 
address such concerns [55][56].  

Privacy: Ethical concerns include using AI for surveil-
lance [45], for profiling [46] and the leakage of personal data 
(especially in sensitive settings like healthcare) [48][49]). 

Inclusivity: AI may also increase inequality between those 
who control AI and other people [44][45]. The effect of AI on 
the society needs to be studied to ensure inclusive realization 
with respect to human rights [40][42][43]. 

Cost: AI can be a costly endeavor, especially in regard to 
indirect costs: the increase of automation and move towards 
automated decision-making is forecast to lead to a profound 
shift in the structure of the labor market [42][48][61]. Brandy 
argues that changes may affect public services twofold: 
directly, when some public officials will lose their jobs as 
services will be automated; and indirectly, when the increase 
in unemployment will lead to the increasing pressure on the 
public sector [62].   

2) Minor issues 
Transparency: AI systems need to be able to "explain" 

why a certain decision has been made [37]. 
Trust: There is an issue of trust towards autonomous or AI-

assisted decisions [40][55], especially in sensitive settings like 
healthcare [54]. 

B. Big Data 

Big Data already plays an important role in many 

domains, for example: disaster management [63], healthcare 

[64][65], food security [66], law enforcement [67] and smart 

cities [68]. In some cases, Big Data is used for automated 

decision making, sometimes in conjunction with AI [69]. 

Ethics and ethical issues emerged as one of the important 

topics in the Big Data literature review by Lu and Liu [70] 

appearing in 97 of the collected sources. Other major topics 

included healthcare applications of Big Data and privacy 

(which was the fourth most prominent topic related to Big 

Data overall, trailing only behind technology-related 

keywords). 
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The review identified 47 papers dealing with ethical 

issues in Big Data as shown in Table III. Most named ethical 

concerns are privacy (40), data ownership (10), data accuracy 

(9), values (9), data use (6) and inclusivity (6). The 

descriptions of these ethical concerns along Big Data use in 

e-government follow below. 

TABLE III.  ETHICAL CONSIDERATIONS OF BIG DATA IN E-
GOVERNMENT 

Ethical consideration in e-

government 

Supporting literature 

Inclusivity [67], [69], [71]–[74] 

Privacy [34], [48], [65], [67], [71]–[106] 

Data use [77], [79], [86], [90], [107], [108] 

Quality/ Accuracy of 

information 

[65], [77], [95]–[97], [99], [100], 

[102], [109] 

Transparency [74], [81], [110] 

Accountability [48], [74], [75], [110] 

Information ownership [34], [48], [69], [71], [78], [85], 
[97], [98], [106], [111] 

Trust  [95], [105] 

Alignment of values [34], [48], [77], [81], [91], [94], 

[102], [107], [109] 

Cost [48], [65], [95], [98], [103] 

 
1) Major issues: 
Privacy: The main concern about Big Data is the ever-

increasing amount of personal information collected 

[34][82], often without the subjects being aware of that 

collection [90]. Even with de-personalised information there 

is a significant concern about the cross-reference of data 

between different datasets to identify the anonymised 

individuals [76][80][112]. Given large amounts of 

information collected and the improvements in Big Data 

Analytics and Machine Learning technologies, it is very 

difficult to guarantee full anonymity of data [78][96]. In the 

government context, this concern is connected to the worry 

about the surveillance state, when government "knows 

everything" [88][104]. The benefits of the use of Big Data for 

security and surveillance needs to be balanced against 

personal freedom and privacy, otherwise it may lead to 

significant erosion of trust towards government [100][101]. 

Data ownership: Organisations involved in data collection 

(e.g. social media companies [113]) may accumulate very 

large amounts of personal data. While the data may include 

identifiable and potentially sensitive information, it does not 

actually belong to the person: often individuals do not even 

know what kind of information is collected about them 

[90][106]. Ethical concerns regard making use of personal 

data by organisations for their own benefit (or even for the 

benefit of society), without explicit consent from individuals 

[48][85]. 

Data accuracy: in e-government contexts, the collected 

data can be used for decision making or provision of 

personalised e-government services. Inaccurate or 

incomplete data can lead to erroneous or biased decisions 

[95][100][102]. These issues are more significant in the 

public sector, as citizens cannot always opt-out of a service 

and potential harm from incorrect data can be larger [109].  

Data use: data misuse is a concern about the use of citizen 

data for purposes other than ones, for which an explicit 

consent has been given [86][90][108] or a legal ground exists. 

However, in a dynamically evolving field of e-government it 

may not be easy to predict every possible scenario, in which 

the data might be used. A balance should be found for ethical 

use of data, which would still allow creating innovative 

public services [79][107]. 

Alignment of values: similar to the issues discussed in AI, 

the use of Big Data may lead to the conflict between the 

values of the government and citizens: between individual 

and public good [81][94]. It is also necessary to consider the 

implications of the decisions based on the biased Big Data for 

the societal stability [48][102]. 
2) Minor issues 
Inclusivity: there is a certain risk of the discrimination 

based on the dataset used. This can lead to stigmatisation 

[72], wrong identification in criminal cases [67] and 

increasing digital divide [71]. 

Transparency and accountability: in public sector it is 

important to indicate when and how the data is collected and 

for what purposes is it used [74][92], while the algorithm 

creators need to be accountable for their product [48][110]. 

Trust: improper management of data may lead to the 

issues with citizen trust towards government. Data 

management becomes an important concern for the agencies 

dealing with Big Data, requiring skills and effort [95][105]. 

Costs: there are cost issues related to the storage and 

processing of Big Data. By definition Big Data requires 

significant resources that need to be diverted from elsewhere. 

Implementing Big Data-based decision making systems, it is 

necessary to assess the possible trade-offs [48][65][98].  

V. DISCUSSION AND CONCLUSIONS 

Deploying disruptive technologies in public services 

brings new ethical challenges that need to be addressed by the 

researchers and practitioners of e-government. From the 

literature research, we extracted ten ethical considerations 

that should be carefully reflected along each project aiming 

at deploying disruptive technologies in e-government. 

Ensuring that the implementation of new services properly 

addresses the inclusivity, privacy, data use, data accuracy, 

accountability, ownership, trust, alignment of values and cost 

concerns will help to move towards more responsible design 

and implementation of the new Government 3.0 paradigm. 

This research provides a description of ethical issues in AI 

and Big Data along the ten ethical considerations. Ethical 

concerns in the use of AI relate mostly to the accountability 

of autonomous decision-makers (who is accountable for AI 

making wrong decision?) and value alignment (what will be 

the basis for AI decisions?). Privacy and inclusivity are other 

important issues. 

In Big Data, the main concern is privacy: what data should 

be collected and for what purposes? Information ownership 

and consent are important ethical issues as well. There is a 

significant worry about the improper use of Big Data for 
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surveillance, there is an apparent need for ethical discussion 

regarding the limits of data collection and balancing the 

benefits of Big Data with its drawbacks. 

Finally, the need for legal frameworks and regulation of 

the use of disruptive technologies arises in both, AI and Big 

Data ethical discussions [37][51][85][95]. 
Kidder [114] argues that ethical responsibilities increase 

with the increase of potential harm resulting from an unethical 
decision. Both AI and Big Data offer significant benefits for 
public sector, at the same time having considerable potential 
for misuse. With the widespread use of ICTs by the 
governments and digital transformation of governance 
processes, main ethical concerns shift from the individual 
decision-making by government officials to the discussion of 
ethical implementation and management of ICTs and tools in 
public sector. 

Therefore, further research is needed to provide adequate 
frameworks along the introduction of disruptive technologies 
in e-government, which help to provide answers to the ethical 
considerations described in Sections III and IV guiding 
researchers and practitioners in the assessment of ethics. 
Further empirical and theoretical research is necessary to 
address the issues arising from the implementation of 
disruptive technologies and provide a basis for drafting legal 
framework regulating these technologies. 

Future research should also assess ethics in the 
implementation of other disruptive technologies identified as 
a part of the Government 3.0 paradigm [115] (e.g., 
Augmented and Virtual Reality (see [116] for a discussion of 
ethical challenges), Internet of Things, Blockchain, etc.). 

Limitations of the research conducted in this paper may be 
imposed by the methodology chosen: some relevant papers 
dealing with ethical issues may have been excluded if they had 
no “ethics/ ethical issues” in their title or abstract. Likewise, 
there are some papers that might not be in any of the databases 
used for the literature review, but still contain valuable 
information. A more extensive literature review is needed to 
overcome these limitations. Despite these limitations, we are 
confident that the literature review presented here is 
representative enough to provide valuable insights in the 
ethical issues in e-government and provide useful outline of 
the future research directions. 
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