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Abstract— In many cases, especially in business activitiege
can observe constrains regarding an arrangement othe
calendar. Sometimes they can be neglected, but saimees they
have a significant impact on the course of event3his article
presents a simple method supporting the forecastd this type
of phenomena based on a concept of calendar simiigr that
may supplement traditional forecasting methods. Preented
method has been used in the commercial bank to pred
a volume of the documents to process.
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I.  INTRODUCTION
Business reality is always time-dependent
forecasting is one of frequently formulated tasks

successful management. Forecasting plays a spedil
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received in offices, banks and post offices dupagticular
days connected with payments, deposits, withdrawals
transfers or the load on the servers for electreaiwices as
well. The specificity of these phenomena is thatriatively
stable long cycles (yearly, monthly, weekly) inézef with
arrangement of weekdays, public holidays and auiuiti
days off.

Forecasting in such conditions requires considmmatif
factors that are disregarded in the analysis ohpimena that
have uniform distribution in time or are insengtito the
arrangement of the calendar. Classical statistiehods do
not include a quantitative prediction of the cakend
Methods for finding similarities in time series ery useful

andn many cases — do not account calendar directly an
i involved constraints as well.

Hence, we need to use
additional qualitative methods based on the largeunt of
data stored in data warehouses. The tasks of lH8s are in

 resources cannot be stored (e.g., energy or wark) dhe scope of Business Intelligence systems anchpéeiment
storage is very costly, them we use a variety of statistical tools andnegres such
« shortages of resources may lead to distortionken t as neural networks and sequence analysis (se¢{gl)[ZThe

functioning of the organization or may lead to majo Paper presents a method to support prediction taking
losses, calendar constraints under consideration with Kzergple of

. storing too large volume of resources createska risthe task of calculating the volume of processedidfmmnts.
of wasting resources (a lack of jobs for workers, The paper is organized as follows. In the nextisedtl)
penalties for unused capacity), we define the problem raised in the bank and desdtie

« rapid change in the volume of resources is no@oal of our research. In Section Ill, the wholegawture is
possible or is costly. outlined and presented in details using the exarmplene

In such cases, we need an accurate forecast ealf@,recasted month. The paper ends with the shodigsions.

(sometimes even a few months earlier) and for every 1.
subperiod of the forecasted range (i.e., for eway of a
whole month in advance). Some business activitied a

events exhibit variations depending on the speddiy of the z%le commercial banks and will be illustrated by plaeticular

week or month. Therefore, they can be described ) S
' . _e&xample. However, it seems that the method in tpresan
dependent on the calendar. Dependence of the perddic be ears)ily generalized and applied in other fields.

phenomena, events and processes with the calerajaben Bank branches receive traditional documents (temssf
due to legal regulations or generally accepted soamd  foeg taxes, etc.) from their customers. The amofimtork
customs. , i i to be done by the bank staff depends on the volofme
Examples of such phenomena include the differemiane gocuments and the work structure (processing éiffietypes
consumption in the industry on some days (for eXxamp of documents requires a different amount of workh
before various holidays, days off, end of the yedne  jmportant limitation is connected with the necassitf
volume of traffic or the number of waiting customeA  \yorking within strict deadline (time of opening semis of

similar problem also arise_s in planning of deligsrio large  jnterbank payments). Our problem has to fulfill folbowing
shops. Another example is volume and type of docisne -gnditions:

PROBLEM DEFINITION

The method proposed has been developed for fonegast
a number of people needed to process documentseiroi
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e The forecast must be prepared at least one month The monthly distributions of the phenomenon are
earlier to plan holidays or prepare other work fordissimilar due to the different weekdays arrangenvéth
employees and to minimize the number of peoplgespect to consecutive days of the month. In soroetim,
remaining in readiness to perform work. the maxima fall to approximately f@nd 18' day, but in the

« During every month there are two special days (10ttpther months distributions are different becausentiaxima
and 15th), when the number of documents is thdall on days off. In these cases the months masiiid to or
highest (dates for paying taxes and other fees). ~ spread out on the preceding or following working.da

« Strong influence of additional factors such as Due to these differences and gaps, a forecast loastiu
Changes in commission feeS, opening/dosing ohoO'G set of distributions leads t.O nOWhere._ Far ﬂaime
branches, changes in types of documents, and theigason other methods of analyzing cyclic time-sefike
structure, and introducing the new rules for anclassical statistical analysis, Fourier analysis vavelet
electronic exchange of information generates somanalysis — effective in predicting of the continsoand
need for cooperation with an experienced user itininterrupted time series — in this case turn ouie useless
order to verify our predictions. (see [4][5][6]). For that reason a new procedurs heen

. It is necessary to take into account the distimctio Proposed. Its outline is shown in Fig. 2.
between weekdays and holidays.

The goal is to predict a number and type of docusien
be processed in successive working days of thecdsted
month as precisely as possible and, consequently,
determine a number of people needed for processirtige
documents. For the procedure we assumed that:

«  Total volume for the predicted period is known.

« Distributions of intensity of work from the histoal

data are known. distribL;;aIculated on

e Calendar arrangement causes large changes in tl

calendar arrangement
of the forecasted month

aset of all month
distributions from the past

calendar similarity

a set of months with an arrangement
similar to forecasted month

aset of rules to correct
calculated distribution

distribution of the phenomenon.
The total monthly volume of documents is predictéth
the help of traditional statistical methods such teend
analysis, analysis of the relative and absolutéatiens and  Figure 2. Outline of the procedure for finding distributiom & particular
analysis of the cycles of higher order (in thisecaginnual). menth
In practice, these methods let us to predict véogety the

total volume of documents for specific month To distribute the volume of work over the workingyd
' of the particular month it is necessary:

Ill.  PROCEDURE FOR DIVIDING THE VOLUME OF WORK e To find months with identical or similar calendar

The most difficult part of the whole research wadind arrangement to the forecasted month. B
the distribution of the total volume of documents évery * TO incorporate Saturdays, Sundays and additional
particular day of the month. Fig. 1 shows the petage holidays.
distributions of the number of documents in thdofeing * To improve the method with a set of rules corregtine
days of four different months taken from historicidta initial distribution.

(gaps in the distributions relate to days off). The procedure can be supported by Excel solutmthes
whole knowledge needed to find similar months andide
additional rules was stored in 4 interrelated masi It was
decided to record information in the form of a rxatather
than in procedures or functions, as in a spreatisimegrices
: can be easily operated by users (e.g. introducifoa new
! ] day off) without additional tools.

& Xeg \ The first step of the procedure — determining teeas

\
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months that are similar in the calendar arrangenerihe
month of the forecast — is based on the contertheftwo
A first matrixes (Fig. 3 and Fig. 4). They are asstad with a
o plain observation that the day of the week thattstthe
Yl , )
N A e W &e\ \ month determines the month arrangement until titie @8y.
o 7 Months have different lengths but this is not digant as
the analyzed phenomenon is not volatile at the eeny of
B the month. That means, for example that Februdthypwgh
days being 28 days long, may be in terms of a calendar
Figure 1. Sample month distributions of the intensity of #ark arrang<|en)1ent similar to a longer month (June or Jaty
example).
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The second matrix (Fig. 4) contains ranks needed fc
finding in historical data months with identical aery
similar calendar arrangement as in the predictedtmdhe
rank equals to 1, in the matrix means that calende
arrangement of two months is identical (days off apecial
days 10th and 15th, in the same places). The rquil€to 2
means that calendar arrangement of two months fig ve
similar but not identical, what causes changesstribdution
and so on. Ranks are constant and was found throug
analyzing calendar, interviews with users suppottgda
graphical analysis of historical data and projewtithrough
the simulation.

o
=
2

o
8

Year
2007
2008
2009
2010
2011
2012
2013
2014

8
=1
o
=
c
S
=
1=
=3
=]
<
o

o

=
Bl oo sy
=

&

~| @ | &l | ole

|~ | o | & [r| =
o|o|w (| =] ~|o| &
|| A=~ |~
||~ | & o] rs| ~
~|o|o W | K| = |~
N =~ | & oo ma| ~
g|s|w =~ o ofiw
wn|= o | o] &l | =
|| A=~ o |~
—l~|o s |w| o] = oo

Figure 3. A part of the matrix containing the number of weakdhat
starts a month (in Poland Monday is the 1st dahefveek)

Mon | Tue |Wed| Thu | Fri | Sat | Sun
Mon 1 2 3 4 4 4 4
Tue & 1 2 2 3 4 4
Wed 5 2 1 3 4 4 4
Thu 4 2 3 1 2 4 4
Fri 4 3 4 2 1 4 4
Sat 4 4 4 4 4 1 =
Sun 4 4 4 4 4 2 1

Figure 4. The matrix of months’ similarity rank

For example, in respect of the calendar, Septe2®t0
(started at Wednesday) is the same as April and 2009,
October 2008, etc. (bolded and underlined in Fijgas3they
starts with the same weekday and have rank equairtahe
matrix of months’ similarity, and is very similao tJune

2010, September 2009, January, April and June 2008

(shaded in Fig. 3) as these months started at ayest the
rank between Tuesday and Wednesday is equal of 2.

The result of this part of a procedure is a sethaf
months in which the distribution of intensity of woare
actually comparable. In practice only months wihk 1 or
2 were used in forecasting because the distribsificmm the
other months were too different. Since the calemdight be
affected by some other factors (such as movingeEastso
called "long weekends"), the final decision on theice of
months is left to the analyst.

In fact, selecting only a few of many months desesa
the basis of forecasting but on the other handeganly
these months that have really similar distributioRiy. 5
presents graphs for a selected month similar taeBsger
2010. For the rest of the procedure we use annaeiib
mean from values for each day of the month (lin¢hwi
circles in Fig. 5).
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Figure 5. Distributions of selected months and a mean digiioh (line
with circles) of the intensity of the work for tfi@recasted month

As the distribution is obtained from different miosit
(shorter and longer), the next step of the proaedsrto
verify and align the mean distribution obtained fire
forecasted month. All verification rules have ekadtvo
arguments in premise and exactly one value in the
conclusion. This allowed for writing rules in therdn of
two-dimensional arrays. The arguments are: a dayhef
month and a day of the week (Fig. 6) or a monthadey of
the month (Fig. 7). The element of the array ieecentage
correction that should be made for the combinatain
arguments it belongs to. A user can use thesedtimmerules
to take into account additional factors that areceoned
with particular days of week, month or year (Figar@l Fig.
7). All the values in these matrices have beenrated
empirically and corrected on the basis of the erpee of
the bank staff, past observations and arrangemetiheo
calendar for a current year.

da Mon | Tue | Wed | Thu Fri Sat Sun
1 -100%| -100%
-100%| -100%
9 0,7%| -100%| -100%
10 0,5% -100%| -100%
11 0,7% -100%| -100%
12 -100% | -100%
13 -100%| -100%
14 0,5%| -100%| -100%
15 1,0% -100%| -100%
16 1,0% -100%| -100%
-100%| -100%
31 -100%| -100%

Figure 6. A part of the matrix of rules in the week-monthaten

Information, contained in the matrix in Fig. 6, is
presented to the user in the form of rules:

| f n-th day of the nonth falls on
parti cul ar weekday
then change the value of that day by x%

For example, an element (9, Fri), of the matrix haglue
0.7%. This value corresponds to the rule:
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| f the 9th day of nonth falls on
Fri day
then increase the value of forecast on

that day by 0.7%

This example reflects the knowledge that sinceltife(one
of the special days) falls on Saturday, the voluofe
documents will be greater in the day before.

Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec
1 |-100% -100% -100%
2 | 15% 0,5%
3 0,5% -100%
1" -100%
12 0,5%
13 0,5%
14 1,5%
15 -100%
23 -100%
24 -100%
25 0,5% -100%
26 0,5% -100%
27 0,5%
28
29 0,5% 0,5% 0,5% 0,5%
30 -100%| 1,0% 1,0% 1,0% 1,0%| 1,0%
3N -100% -100% -100% -100% -100%]| 1,0%

Figure 7. A part of the matrix of rules in the year-monthate&in

The last matrix (Fig. 7) contains values for rules

correcting each day of the year especially dueotméys or
the different length of the months. At the end bbrser
months the volume of documents grows in relatiorthi®
mean distribution. Similarly, higher intensity ofork is
observed right before or after holidays (for examgh
Poland August 15th or November 1st). These valtesilao
presented to the user as suggestions and they &lttoavs:

On Septenmber 29, the system proposes to
i ncrease the value by 0.5%

On Septenmber 30, the system proposes to
i ncrease the value by 1.0%

On Septenber 31, the system proposes to
decrease the value by 100.0%

These three particular rules show that the volufnegaok in
September (shorter month) shifts to two previoysda

A user may accept or reject proposals adjusting
distribution to get the final form. Sometimes usthg rules
may result in the situation that the sum of intéesiof work

moves away from 100%. In that case an analyst tzm a

manually make changes to the proposed scheduleaisiog
or decreasing all the values throughout the fotquaisod.

Fig. 8 shows the final result of this procedurehe t

distribution of the intensity of work during thetiea month.
Comparing it with the mean distribution we can de# it is
slightly different due to correcting rules (circledrts of the
distribution).

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-202-8

th%]

9,00%

2,00%

i

&
=]
2
]

@
=)
2
=

percent of the whole volume

4,00%

3,00%

200 Lo b
12 3 4 5 6 7 8 9 101112 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
days

Figure 8. Corrected distribution for September 2010

At the last phase of the procedure, we calculateraber
of documents for each day of the forecast by digdihe
total monthly volume of documents according to Disd
distribution. And finally as an average workersading is
known we can calculate a number of people needed to
process the documents for every day.

IV. CONCLUSIONS

The presented method has become a module of & large
system that was implemented in the commercial bahk.
procedure described above, has replaced previaussbyl
forecasting method based on a simple analogy aptbived
its results. Moreover, the whole procedure was awed
with mechanism for storing data and forecasts ie th
database. This allowed to connect forecasts wélstienario
method and to easily conduct the what-if analyGigrently,
due to introduction of electronic banking, a numiwdr
traditional documents processed has declined signify
but it seems that the proposed method could be fmsed
prediction of other phenomena whose course depamdse
specific arrangement of the calendar.
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