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Abstract—The Unit Commitment Problem (UCP) is an im-
portant category of power planning problems. The purpose of
UCP is to determine when to start up and shut down the
generator units and how to dispatch the committed units to
meet the electricity demands, ancillary services requiremnts and
security constraints. In this paper, we improve the traditional
Lagrange Relaxation (LR) approach and analyze the effectieness
of using parallel computing in solving large unit commitmert
problems with wind penetration and investigate the potental
of combining parallel computing with a rolling horizon scheme
to improve the solution quality when a large amount of wind
power is present. In particular, we first formulate a security
constrained unit commitment problem by taking into account
power generation costs, ancillary costs, wind power and a veety
of security constraints employed in real New York State day-
ahead power market. We then propose a parallelized versionfo
the LR method to solve the problem in a single step, analyze
the scalability issue of parallel computing, and investigee the
impact of increased wind energy penetration. Finally, whena
large amount of wind power is present, we further propose an
approach that combines parallel computing with a rolling haizon
technique to solve the UCP online.

I ndex Terms—unit commitment; ancillary service; wind power;
parallel computing; rolling horizon.

|. INTRODUCTION

market based on the generation and ancillary service bids,
which give generation and ancillary service cost of eachgrow
generator, from Independent Power Producers (IPP), Ladds b
from Load Service Entities (LSE) and Security Constraiets s
by NYISO and other power regulation authorities. Because of
the importance of UCPs, broad and intensive study has been
carried out in this field, and many methods have been proposed
in literature and used in practice [2].

Depending on the system configuration of a power grid,
different optimization objectives and security consttaiare
considered. For the basic UCP formulation, the objective is
simply to minimize the power generation cost subject to the
electricity demand. However, as the liberalization of thexe
tricity markets and advancement of optimization techngjue
more and more elements are introduced. In [3], a security
constrained unit commitment problem (SCUC) with trans-
mission constraints was tackled using a lagrangian rataxat
approach, where the transmission and reserve constragnés w
relaxed to form a dual problem and subsequently solved using
subgradient methods. The test result showed that the pedpos
direct method can reduce the generation cost over the gidire
method that does not consider transmission constrainten th

The goal of unit commitment problems is to find the optim4ft@l Optimization process. The algorithm was improved in [4
production schedule for the power generation units and tfe@ddress the feasibility issue, and a unit de-commitrriept s
production level of each unit over a short term period in ordd/as added to achieve a better solution. The AC constraints
to minimize the operational cost of the power grid [1]. Td'€reé considered in [5], and Bender's decomposition teakeniq
maintain the security of the electric grid, a variety of sityu was used to solve the p_roblem. Fu_rthermore,_ancnlary ser-
constrained, for example, reserve constraints and trassoni  VIC€S has been gradually introduced into the unit commitmen
constraints, are enforced, and the resulting problem iallysu Process. In [6], Z. Li and M. Shahidehpour used Lagrangian

called Security Constrained Unit Commitment (SCUC) protf\_’elaxation technique to solve the security constrained UCP

lem. In New York State, UCP is solved by New York Indeyvith the ancillary service constraints and costs; moredhiey
’ o calculated the market clearing price of both generatio

pendent System Operator (NYISO) in the day-ahead pomﬁelﬁ . _ o _
and ancillary costs. Their work is important because theie i

The research of Eugene Feinberg was partially supported $f dtants conflict between generation service and ancillary servicerw
CMMI-0900206 and CMMI-0928490. The work of Jiagiao Hu wapsu g generator is turned on. Additionally, some environmental
ported in part by the Air Force Office of Scientific ResearctdemGrant . . .

elements, such as carbon tax, were introduced into the UCP in

FA95501010340, and by the National Science Foundation rud@rnts i S
CMMI-0900332 and CMMI-1130761. the past two years [7]. Because of its complexity, it is ulsu
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for 1ISOs to solve the problem in a single step. Instead,vee provide case study to illustrate the performance of our

multi-step approach is often adopted. For example, in the Nalgorithms. The nomenclature is given in the Appendix at the

York State, different constraints are added at differegpsto end of this paper.

decrease the complexity of the problem [8]; however, thif wi

decrease the solution quality. Therefore, how to solve aGCU

problem in a single step with a certain time limit becomes a In this work, a SCUC model is formulated based on the

challenging problem. realistic problem solved in New York State. Both generation
The presence of renewable energy sources such as weetivice and ancillary services, including reserve sesvaed

power can further increase the complexity of the unit coniegulations services, are optimized to minimize the tofal o

mitment problem, and a common method to handle this ésational costs. Realistic security constraints, inaigdbal-

to use the scenario tree technique [9] to simulate the u@Ace constraints, ancillary service requirement, loacciyp

certainties and dynamics of wind power. However, to mak@nstraint, transmission constraints, etc, are congider¢his

the problem computationally tractable, only a very limiteesearch. Unlike some other research, which is based on

number of scenarios can be used. Many research projdegsichmark problems with up to 100 generators and limited

proposed to use a rolling horizon optimization scheme rathgecurity constraints, this work is trying to solve largelsc

than the traditional day-ahead scheme; see for example, ftigblem with more than 600 power generators and realistic

Wilmar project [10][11][12]. An alternative method is tosecurity constraints enforced in daily power planning pssc

use a probability measure to set up a probability level i6 New York States. The formulation is given in the subsec-

limit the probability of power outage within the prescribedions below.

threshold [13]. To meet these probability requirements o%* Objective Function

needs to set the operation reserve based on the variabil

of wind power. A rolling horizon approach can also be used In this work, the total operational cost, including both the

to dynamically locate the operation reserve when new wirR@wer supply cost and ancillary services cost are optimized

forecast information is available. Note that the rollinginon The power supply cost includes power generation cost and

approach is more computationally demanding as comparecdstart-up cost. The ancillary service cost includes reseere

traditional UCPs in day-ahead scheduling, as decisiond né#ce cost and regulation service cost. Moreover, resemicse

to be made at every time step in an online manner and evénfivided into spinning service and non-synchronous setvi

decision requires solving a nonlinear optimization prable The formulation is given in (1).

involving both continuous and discrete decision variables

II. FORMULATION OF SCUC MODEL

In this work, an improved Lagrangian Relaxation (LR) M Im T
method, which is adapted for parallel computing, is prodoseost = Z Z Z it (Prmimst) + Smsimt (Zminm.t))
to solve a large scale SCUC problem. Because linear genera- m= 1zm— 1t=1
tion cost functions are used, a greedy algorithm is proptsed Im T
optimize the generation and ancillary service when a géoera + Z S Rt (rmin.t) @
is on. By using the proposed algorithm, we expect to solve the m=1in=1t=1
large-scale SCUC in a single step and dramatically redue th M In T
computational time. A system based on the features of power + Z Z CRegm. iy, t(T€Gm. iy 1))
system of New York Control Area (NYCA) is simulated to m=lim=11t=1
test the significance of our algorithm. where

To address the variability of wind power, we follow ther,, ; = (r10s,,.,. .+, 100810, ¢, 7308m i, 1, T30NSm.i +).
idea of [13] and use a probabilistic reserve constraint to The first line in equation (1) includes power generation
describe the uncertainty of wind power. Since the wind powginction, which is formulated as a piecewise linear funtio
forecast is more accurate over shorter time periods [1#][1&nd a startup function, which is formulated as a stepwissalin
the probabilistic reserve constraints method is combinédav function. The second line includes the reserve cost fungtio
rolling horizon scheme to dynamically update the reserve cowhich is a linear function with respect to the 10-minute and
straints when more accurate wind forecast becomes awailalyo-minute spinning reserves and non-synchronous reserves
the computational time issue is addressed by implementimge third line is the linear regulation cost function. It st
our proposed solver on a parallel computing facility, anel thoe noted that a generator can provide spinning reserve or
research results show that parallel computing has the patenregulation services only when it is turned on, and provide
to satisfy this computational speed requirement of Rollingon-synchronous reserve service only when it is turned off.
Horizon Scheme.

The organization of this paper is as follows. A securitf Load Balance
constrained unit commit model is formulated in Section I, In this work, we assume that wind power can be integrated
and a solution algorithm is given in Section Ill. Section IVat no additional cost, and that there is no wind curtailment.
gives the probabilistic formulation of reserve constraiahd Thus, wind power will always be delivered to customers. Then
the method used to handle the constraints. In Section Wind power can be considered as negative load in this rdsearc
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Here we define the term “net load” as the difference betwe@&n Transmission constraints

the electricity demand and the predicted wind power, i, t  Transmission constraints between different zones are also
load that needs to be supplied by the traditional generatoggsigered. The modeling of transmission constraintevi|
including steam generator, gas turbine and hydro power. s method used in [4], and is given in (10).

day-ahead planning, the hydro and thermal plants should mee

the sum of net loads of certain control areas. The matheatatic ,, I

formulation is given in equation (2). S Tim(Y . Pt + Wit = diny) < Tramimaz, Vi, t
M I, M m—1 =1
o B (10)
z:l Z Diimt = Zl(dm,t Win,t), Vt @) whereT;,,, is the line flow distribution factor for the trans-
m=14,,—1 m=

. . . mission linel due to the net power injection of zone.
C. Ancillary service requirements

For the entire control area, there are three kinds of rE- Single generator capacity constraints
serve requirements: 10-minute spinning reserve, 10-minut A generator that has been turned on might provide genera-
total reserve, and 30-minute total reserve requiremerits. Ttion and reserve simultaneously. In practice, the sum afethe
mathematical formulations are given in (3), (4), and (5%ervices should be within the maximum power output limit.
respectively. These requirements are given in (11), (12), (13), and (14).
When a generator is off-line, it might be used to provide non-

Mo e synchronous reserve services, the sum of which should also b
Z Z r108m,i,, ¢ = Resiospin, Vt () within the maximum output limit. The formulations are given
m=tim=1 in (16), (17), and (18). In addition, regulation service slo
M Iy also be within a certain limit, which is given in equation Y15
Z Z (r108m,i,, ¢ + 1100814, ) > Resior, YVt (4)
m=11i,,=1

p'rn,im,t+r105m,im,t+r3057rz,im,t S Pm i, ymaz Zm i, ts Vm, i7rz; t
M Iu (11)
Z Z (7"308m7im,t + 7‘30n5m,im,t) Z R683()t, Vi (5)

m=lim =1 . L. ) P, min2m, iy, t S Pmjip, t S Pmip, mazZm,im,ts vm; Z"rruf'

In real power market, a control area is often divided into (12)

several individual areas, which are usually called “zonAsitl

for certain collection of zones, there are several locabiased

reserve constraints. Letting; be thejth collection of zones, r108m,i,,,t < T108m i, maz Zm i ts V0 Um, t (13)
the location based reserve constraints are given by (6), (7)
and (8).
7308, i, 6 < 7308000 mazZm,ip t; VI, om,t (24)
Ine
Z Z r108m,i,, ¢ = ResLBj 10spin, Vt (6)
mej\j =t T'egsm,im,t § T'egsm,im,mazzm,im,tv VT)’L, imv t (15)
M Ine
Z Z (TlOSme,t + rlOnsmmmt) Z R(iSLBjyl()t, Vi .
’HLEAj =1 Tlons'rn,im,t+r30n5m,im,t S p’rrz,im,'rnaw(l_Z'rn,im,t)7 Vm, Tm, t
(7) (16)
M I]W .
Z Z (7“308 4 r30ns i t) > ReSLB'got Vit Tlos'rn,im,t S rlos'rn,im,'rnaw(l - Z’m,im,t); vmaz'rrw"' (17)
My, Myim,t) — 7,30%5
mGAJ‘ im,=1
(8)

In a control area operated by an 1SO, those collection of7308m,i,..t < 7308m.i,, maz(l = Zm.in.t), VM, im,t  (18)
zones are callle.d “super-zones”. Equations (6), (7), and @_) Other constraints
should be satisfied for all those super-zones. _ . .

Additionally, due the fluctuation of power demand and wind SCMe Other constraints such as minimum up time and down
power, I1SOs has certain requirements for regulation sesvict'me constraints are also considered in our model. Thelddtai

which are expressed in (9). formulatipn can be found in, e.g., [}5] and [16]. In adgition
the maximum number of stops will be considered in our
M Im model, which means that a generator can only be turned off
Z Z r108m,i,, ¢ > Regs, Vi (9) for a limited number of times on a single day. This constraint
m=1i,=1 has never be considered in previous studies.
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1. SOLUTION ALGORITHM

the relaxation of reserve constraints of the whole control

As proposed in [4], a direct method is used to soh@'ed while lines8 — 13 are due to the relaxation of
the SCUC problem. Compared with the work in [3], wdocation reserve constraints, liniel is due the relaxation or

introduced the ancillary service costs in the objectivecfiom,

regulation constraints, and linds$ — 16 are the relaxation

and single generator capacity constraints are added to ffdransmission constraintSy,:, Aos,t» Aot A3or,t:A5,10s,5
model. Moreover, a parallel computing scheme is develop@di0t.t» Aj30tt: Areg.t @Nd Aran,1+ a@re the corresponding

to enhance the computational speed.

A. Lagrangian Relaxation Algorithm

lagrangian multipliers. For simplicity, we defing,

{)\d,tv >\105,t7 >\1()t,t7 >\3()t,t; )\j,l()s,tv >\j,1()t,t7 >\j,3()t,t; )\reg,t}-
The dual problem is to findmaxy, [min(Dual Cost)]. A

To solve this problem, Lagrangian Relaxation method &ngle generator problem is defined in equation (20).
used to relax the demand, reserve, transmission, and regula

tions constraints. A dual problem is thus obtained, and its

objective function is given in equation (19).

T
Dual Cost = Cost + Z{
t=1
M Im M
)\d,t[z Z Pmig,t — Z (dm,t - wm,t)]
m=11i,=1 m=1
M I,

+ )\IOS,t[Z Z 7108m,i,..t — ReS10spin]
m=1im=1
M In
+ Al()t,t[z Z (110811, t + 7100804, ¢)
e —
— Relet]
M I
+ )\30t,t[z Z (r308m. iy, .t + 730NSm i, t)
m=114,=1
— R6530t]
J M I,
+ {0 Y ] Y 10804, Z(m € A;)
i=1 m=1im=1

- Resj,lOspin]

~

m

M=

+ Ajote[ (1108 m i, + 7100814, £)Z(m € A;)
m=1im=1
- ReSj,wt]
M I
+X30660 D Y (13084, 0+ 730080, ) T(m € A)
m=1im=1
— Resiiot]}
M I

+ )\reg,t[z Z regs — Regl()spin]

m=11i,=1

T L
+ Z Z{)\trun,l,t [TTanl,ma:c

t=1 =1
Im

M
- Z Fl,m( Z Pyt + Wm,t — dm,t)]}a (19)
m=1

im=1

T
DualCostumi,, = > {Fiin t(Poin.t) + Sminet(Zmi 1)
t=1

+ R it (P t)
+ CRegm,im ,t (reg'rn,im ,t)

L
- pm,im,t()\d,t + Z )\t'r'an,l,tFl,m)
=1

J
—1108m,4,,.¢ [)\1()s,t+>\10t,t+z Z(m € Aj)(Nj0s,e+Nj106,8)

j=1

J
— r10nSm, i, t[Aott + ZI(m € Aj)Nj10s,t)

=1
J
= 308mi,.ePsore + ) L(m € Aj)Ajz0t]
=1
J
—1r30nSm, i, t[As0t,t + Zz(m € Aj)Njs00.]
=1

- Tegm,im,t)\'r'eg,t (20)
Then the dual cost can be express as follows.
M I,
Dual Cost = Z Z DualCosty, ;,, + Extra (22)
m=1i,=1
where Extra is the difference between equations (19) and
(21). It could be seen that the terfwitra does not depend
on the status of power generators, and is a constant if the
values of multipliers are given.

A subgradient method is used to solve the dual problem.
The value of); is initialized first, and its value can be used
to minimize dual cost function. Because the tefmtra is a
constant, we just need to minimize the tefualCost,, ;,,
individually. Dynamic problem is used to solve the single
generator problem. To calculate the one-step reward, weé nee
to optimize the allocation of generation services and &il
services when a generator is on or off. When a generator is on,
it could provide generation services, spinning reserveices,
and regulation services. The one-step cost optimizatiob-pr
lem (22) should be solved subject to constraints (11), (13),
(14), and (15). On the other hand, when a generator is off, it

where ‘Cost" equals the cost function in equation (1)could provide non-synchronous reserve services. Another o
The second line of the equation (19) is due to thstep cost optimization problem (23) should be solved stibjec
relaxation of demand constraints; lings— 7 are due to to constraints (17) and (18).

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-189-2
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Win{ F(Prm i t) + Bt (Tnsin, t)
+ CReGrm, i, t(T€Grm, i 1)

L
- pm,im,t()\d,t + Z )\t'r'an,l,trl,m)
=1
— 71084, t[A10s,¢ + Aot
J
+ ZI(m € Aj)(Nj0s,t + Ajioet)]

J=1 p

— 130N 4, ¢ [Asot,e + Zf(m € Aj)Aj 30t,t]
=1

- regm,im,t)\'r'eg,t (22)

min{ R i, 1t (Tmi 1)

J

— r10nSm, i, t[ Aot + ZI(m € Aj)Aj10s,t)
J=1
J

— 130nSm, i, t[\30t,t + ZI(m € Aj)A;j 30t

j=1

(23)

! — . —
CRegm,im it (Tegm,im ,t) = (Cregm,zm it

. / / ’
min Fm,im ,t (pm,im J)+Rm,im ,t (Tm,im ,t)+CRegm,im t (Tegm,im 7t)

(24)

where

i t(Pmiin 1) = G (21,22, ..., 2K)

K L
= by + Z(bk — it — Z Atran,itL1m) Tk
=k =1

R (P i) = [1€108m 4., ¢ — Mos,e — More
J
— ZI(m € Aj)(Nj10s,e + Ajroe,e)] - 7108 m 4, ¢
J=1
J

+[T0305m,im,t*)\3()t,t*2 I(m S Aj))\j,fi()t,t)]'rgosm,im,t

j=1

Aregit) * T€Gm. i t

and equation (23) is equivalent to (25):

General linear programming techniques can be used to solvey’

these two problems; however, it is time consuming. Since

piecewise generation cost functions and linear ancillaryise

cost functions are used in this work, we propose to use a
greedy algorithm, which can significantly reduce the compu-

+[7“030nsm,im7t—)\30t,t—z Z(m € Aj)Nj306.)]- 730080 4, ¢

tational time. Let
bip ap <p<ay

(b1 — ba)ar + bap a1 <p<az

F(p) = bo+

ZfZQ(bk—l —br)ag—1+brp ax_1 <p<ag,

where we havéh; < by < ... < b and0 =ag < a; < ... <
ar. We can transform it into another formula

K
F(p) = G(ml,mg, ...,JSK) = by + Z brxy,
k=k

wherep = Zszl T, 0 < 21 < a1 —ag and0 < g, <
(ar —ag—1) - Z(xp—1 = ax—1 — ax—2), k > 2. The ancillary
service costs are formulated as below:

R(r) = rcl0s-rl0s+ rclOns - r1l0ns

+rc30s - r30s + rc30ns - r30ns

CReg(reg) = creg - reg,

wherercl0s, rclOns, re30s, r¢30ns, andcreg are constant

cost coefficients. Then equation (22) can be equivalently

written as follows.

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-189-2

min Ry, (P t), (25)
where
m,zm,t(rmyim,t)
J
[TClOnsm,im,t—)\lot,t—Z Z(m € Aj)Njrote] 71008y, ¢
=1
J

Jj=1

When a generator isoh", the greedy algorithm works as

follows:

1) Initialize the power generation and ancillary service
levels to0.

2) Sort the linear cost coefficients, including those in gen-
eration cost functiort” and ancillary cost function&’
and C Reg’, in equation (24), to form a non-decreasing
list {c}, where h € {1,2,..., K + 3}.

3) Letpm,im,t = Pm iy, min-

4) Fromh = 1to h = K + 3, consider the following cases:

a) cy is a generation cost coefficient;df, > 0, stop;
else, ¢, should be the generation cost coefficient
of the kth segment and

ag + 11084, ¢ + 7308m, i, ¢ < Pmiy,,mas

thenpy, i, .+ = max(ag, Pm,i,,,min)-
b) ¢, is a 10-minute spinning reserve cost coefficient;
if ¢, > 0, stop; else,
r108m,i,,, ¢ = mMin(r108m.i,, maz;
Prmiv,maz = Pryim,t — T308m. i, t)-

C) ¢, is a 30-minute spinning reserve cost coefficient;

17
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if ¢, > 0, stop; else
Scheme of Parlle]l Conpubng
7308 m,i,,,t = MAN(r308m.i,, maz>

epn
Pmip,,max = Pmyipy,,t — Tlosm,im,t)- !

d) ¢y, is a regulation cost coefficient, Multipliers g
if ¢, > 0, stop; elseyr30sm, i,..t = 7€Gm. i, maz-
When a generator is'f f”, a similar algorithm can be applied: ’7  — e I T
1) Initialize ancillary service levels t0. '_'I | |_""lI l_ ’E'J {_
2) Sort the linear cost coefficients of ancillary cost fuonti
R’ to form a non-decreasing ligtc;, co} . Figure 1. Parallel Computing Scheme to Solve UCP
3) Forh = 1or2, consider the following cases:
a) ¢, is a 10-minute non-synchronous reserve cost
coefficient;
if ¢, > 0, stop; I

M I M
else, PO D Dot + D D €S

71084, .+ = Min(rlOnsm i, mazs m=tim=1 o m=l L""_Itl
Pmiy, ,maz — Tgonsm,im,t)- > Z At — Z W, Vt} > 1 —«, (27)
b) ¢, is a 30-minute non-synchronous reserve cost m=1 m=1
coefficient; whereres,, ;.. + iS the general reserve service level. Using
if ¢, > 0, stop; Bonferroni’'s inequality, we can transform equation (27) to
else, another equation (28).

1308m,i,,,t = MaAn(r30nsm i, maz-

M I, M Ipy
P{ E E Prmjim,t + E g T€Sm im t
Prmyigy maz — T100Sm 4, 1) e e

m=11,,=1 m=114,=1

B. A Parallel computing scheme

M M
«
In the LR algorithm, the dual problem is decomposed into = Z tm — Z Wty } > 1~ T (28)

identical single generator problems. Therefore, it is ratu m=1 m=1
to assign those problems to individual CPU's and soludere, we assume thab,, . follows a normal distribution
them simultaneously. In every iteration, the root CPU willV (p ;. (0w ;)?). Thus, the above equation can be written
“broadcast” the values of lagrangian multipliers to thenota as (29).
CPU’s, where the single generator sub-problems are solved, IV IV
and the solutions are “collected” to the root CPU to update th - -
value of the multipliers. The computing scheme is illusicat Z Z Prim,t + Z Z TESm it
in figure 111-B. Suppose there af¥ power generators, then the o o o
computational time required to solve the dual problem can be w w
estimated by equation (26) if the computational load is #gua 2 Z:l dm Z:l Pt + 21-% Z:l o (29)
distributed to each branch CPU. "= "= "=

m=11,,=1 m=11i,=1

Equation (29) may not accurately describe the reserve mequi
N ment, because the wind power in different zones are in gknera
tdual ~ (W X tsingle + tupdate +tcomm) X Niteration ~ COrrelated. Nevertheless, for simplicity we assume that Hre
(26) independent, and the general correlated case will be cerresid
wheret 4,41 is the computational time needed to solve the dulf] Our future research. This reserve constraints is veryiaim
problem, t.;, . is the computational time in solving a single® the constraints in Section 1I-C, and a similar LR algamth

generator problent ... is the communication time betweenc@n be applied to SON‘? the problem.
the root CPU and branch CPU’s, ang.,as0n is the number  |f we assume that wind power forecasts are updated every

of iterations in the subgradient search process. hour, we can update equatiory @nd (29) and solve the cor-
responding UCP on a hourly basis. The RH scheme considers
IV. PROBABILISTIC UNIT COMMITMENT MODEL AND  the updated wind power information in both unit commitment
ROLLING HORIZON (RH) SCHEME and economic dispatch processes, while in traditional day-

For simplicity, we only consider the probabilistic reservahead scheme, the updated wind power information is only
constraints. Without loss of generality, we can replace tlnsidered in economic dispatch process. Thus, by inwlvin
reserve constraint in Section 11-C with the following caagit more accurate information in the optimization process, we
(27). expect to get better solutions with decreased operatiasisc
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V. CASE STUDIES

NEW YORK CONTROL AREA

A. New York Control Area LOAD ZONES TWEST
- GENESE
-CENTRL
-NORTH

- MHK VL

- CAPITL

-HUD VL

- MILLWD
- DUNWOD
=N.Y.C.

K - LONGIL

To study the effectiveness of our approach on large sci
problems, we simulated a SCUC problem based on the ch
acteristics of New York State control Area. NYCA is dividec
into 11 sub-zones with transmission interface betweercadja
sub-zones. The detailed zone map is given in figure V-
One feature of power grid in New York State is that mos
of the electricity demand comes from the southeast area
New York state, i.e., Long Island and New York City, while
a large portion of the power resources are located in the w:
and north parts of the state. Additionally, in the near fetur
most of the power farms will be located in zonés- F [17],
and will bring more burden to transmission lines. This umeve
distribution of power generation sources and power dema
makes transmission constrained unit commitment an impbrt:
problem in NYCA. Moreover, locational reserve requirensent
are enforced to maintain the safety operation of the power
grid.

We follow the practice of NYISO and divide NYCA into oo
two super-zones, where west super-zones include load zo
A — FE and east super-zones include zotes G. Additional
reserve requirements are enforced for east super-zones
addition, similar reserve requirements are also enforaed
zone K, which is Long Island. The reserve requirements ¢
be formulated in the forms of equations (6), (7), and (8). Tt
transmission constraints are formulated in the form of &qoa

C-—ToTmMmMOO®D

Figure 2. New York State Control Area

time of computing vs number of cpus

Simulated New York State System
14001

1200
1000
800

600 |

time of computing in seconds /s

(10). a0} -

In accordance with the day-ahead power market in Ne | * |
York State [18], piecewise linear generation cost functiand ’ Tt + .
stepwise startup cost functions are used. Each generaiiin % 20 20 60 ) 100

number of cpu

function can have up to 12 pieces. A total of 641 power ge..
erators, mduc.jmg nUC|ea.r plants, hydr(_) plants, steamtgpla Figure 3. Computational time in seconds number of CPU’s for NYCA
and gas turbines, are simulated in this work. The net loagke
for each zone is calculated by subtracting the forecasted wi
power from the forecasted electricity demands. Four dffier
wind penetration level cases are uséd7T5M W, 4250M W, for some IPP’s, they want to assure that some plants will be
6000M W, and8000M W . According to the penetration level,selected for generation, for example, nuclear plants anteso
the regulation requirement is adjusted as proposed in A7].coal steam plants. Because whatever they bid for generation
single day (24 hour period) in August is used for the studghey will be paid by the positive market clearing price. Thus
Because currently, the report [17] by NYISO indicates that t they have the incentive too keep those cheap power sources
currentreserve level is enough for @0 1V penetration of online. From the table, it is obvious that high penetration
wind power, so we will not consider the probabilistic regervof wind power will save money for the New York control
level management in this case. area. The plots for marginal regulation costs are given in
The LR algorithm was coded in C++ and implemented diigure 4. Because the increment in regulation requiremégs,
New York Blue Gene, a distributed-memory supercomputingarginal costs for regulation generally increase. Becaise
cluster. Up to 50 nodes were used, while each node hhag location-based reserve services, different sub-zomgist
two 700M Hz PowerPC processors and: DDR memory. have different marginal reserve cost services. Besides, we
Figure 3 shows the computational time required to executete that the Lagrangian multiplier for transmission craists
the algorithm v.s. the number of CPUs used. The minimuincreases as the penetration level of wind energy grows. ighi
computational time is arountB0 seconds, which is much lessreasonable for New York state because most of the wind power
than the1600 seconds computational time whanCPU is resources in NYCA are located in north parts while most of
used. The total operation costs, which is the sum of gemeratelectricity consumption are located in southeast regidhss,
costs and ancillary costs, are given in table I. It is inténgso the increased power penetration will bring more pressure on
note that the costs are all negative. This is reasonablaibecaransmission lines in New York State.
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Penetration Level (MW)  Operation Costs

The proposed method has been applied to solving lar
sized problems based on the ten-unit system of [19], whi
has been repeated 100 times so that the problem compri
1000 units. The generator parameters are slightly perdurk
because it is unrealistic to have so many identical genexato
The load profile is based on the System D in [20], whiChigure 6. Comparison between Rolling Horizon Approach amy-Bhead
has been multiplied by 100 accordingly. We assuiiigh of Approach
wind penetration level, which is close to tRe00M TV case in
NYCA. Figure 5 shows that the computational time decreases
dramatically when the number of processors increases fronarvices, security, and local reserve constraints, andieapp
to 20, and the minimum computational time is ab@ots this model to the New York Control Area. We investigated
of the sequential computational time. This result is not 48€ impact of the increasing penetration of wind power on the
good as that for the NYCA case, which involves much mofdew York state day-ahead power market. Additionally, tret te
constraints. For NYCA case, the computational time deeadesults show that parallel computing can significantly cedu
from 1600 seconds (around.5 hours ) to 3 minutes, which the computational time, which makes it possible for rolling
make it reasonable to restart the UCP solver every hour whagfizon implementation of the algorithm. Our testing réesoh
new information is available. a standard test system show that the rolling horizon approac

The result of rolling horizon approach was compared witfay lead to significant cost reduction over the traditiorsl-d
the traditional day-ahead planning method. In current etark@head approach.
the stochastic problem was solved once every day, and only
dispatch problem was solved when the real data was available o )
The operation costs of the next 24 hours of both apprc_)fclchg% Qéhizzﬁzgfgfo\cl@rggi?thg‘fgg,';f’:}g_”'?%a}sneg {";tggﬁggirftfggly
were compared. The result is shown in Figure 6. A significant Dec. 1987.
reduction of cost is observed when applying rolling horizori2] N. Padhy, “Unit commitment-a bibliographical survefbwer Systems,

- - - IEEE Transactions on, vol. 19, no. 2, pp. 1196 — 1205, May 2004.
approach. For stochastic problem with wind energy, the CO%] J. Shaw, “A direct method for security-constrained ucgmmitment,”

T
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APPENDIX
NOMENCLATURE

electricity output level of generatay, in zone
m at time periodt.

binary variable that ig if generatori,,in zone
m is on during time period; 0 otherwise.
fuel cost function of generatay, in zonem
at time periodt.
startup cost function of generatgy, in zone
m at time periodt.
reserve service cost function of generatgr
in zonem at time periodt.

1 in zonem at time periodt.
level of generatoi,,, in zonem at time period:.

1 in zonem at time periodt.

ISBN: 978-1-61208-189-2

10-minute spinning reserve level of generator

30-minute spinning reserve level of generator

r30nsm.4,, + 30-minute non-synchronous reserve service

level of generatoi in zonem at time period.
reserve  service vector defined

(r108m i, £ 710NSm i, £ T30S ity T3NS 4, 1)

CRegm i,,+ regulation cost function of generatay, in
zonem at time periodt.

T€Grm. iyt regulation service level of generatoy, in
zonem at time periodt.

as

T'm, it

dtm prediction of electricity demand of time pe-
riod ¢ in zonem.

We,m prediction of wind power of time periodin
zonem.

Resqos 10-minute spinning reserve requirement for
the whole ISO control area.

Resqo¢ 10-minute total reserve requirement for the

whole ISO control area .
A super-zong or the jth collection of zones.
ResLBj 105, 10-minute spinning reserve requirement for
sub control areg at timet.
ResLBj10: 10-minute total reserve requirement for sub
control areaj at timet.
Dm.inmaz Maximum output when generatoy, in zone
m is on.
Dm,in,min  MINIMumM output when generatay, in zone
m is on.
line flow distribution factor for the transmis-
sion line ! due to the net power injection of zone
m
Tran; mez Maximum transmission capacity of transmis-
sion line!l in designate direction.
Msi,, m maximum number of times that generator
imin zonem is allowed to be shut down.

Fl,m
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