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Abstract— This paper presents a work in progress regarding to 

the extension and improvement of the Freely Extensible 

Biomedical Record Linkage system. Currently, the prototype 

has been extended to directly connect to a number of database 

managements systems, calculate their database quality 

indicators, automatically generate a flat file from any database 

and execute an appropriate data matching process. 
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I.  INTRODUCTION 

When an enterprise information system is meant to be 
built upon integration of their existing heterogeneous 
database systems, they would face the difficulty of 
comparing disparate schemas in order to identify syntactic 
and semantic heterogeneities; make these schemas 
correspond and match them through transformation 
functions; and finally, comparing data of unknown quality 
such as name, address from a single record against a large 
number of records. 

Integrating data from different sources consists of three 
tasks [1]. The first task is concerned with identifying 
database tables, attributes and conceptual structures from 
disparate databases that contain data that correspond to the 
same type of information, namely schema matching [2]. The 
second task is concerned with the identification and match 
of records that correspond to the same entity, when they 
come from disparate data sources, called data matching. In 
the case of identification of records that actually refer to the 
same entity within a single database, is known as duplicate 
detection [1]. Duplicated records can be handled in different 
ways, providing the complete set of inconsistent answers, 
providing the complete set of answers, but ranked according 
to likelihood of being correct [3], providing a single value 
selected at random, providing a top value in a ranked 
answer, or providing a fused answer [4], which is the 
process of merging pairs or groups of records that have been 
classified as matches into a clean and consistent record that 
represents an entity. When applied on one database, this 
process is called de-duplication. We assume that the process 
of schema matching has already achieved. 

The open issues on data matching are mainly concerned 
to the record comparison among databases in order to 
determine if a pair of records corresponds to the same entity 
or not, because the process grows exponentially as the 

databases to be matched get larger. In real-world data 
matching applications, the true status of two records that are 
matched across two databases is not known. Therefore, 
accurately assessing data matching quality and completeness 
is challenging [1]. 

This approach is aimed to the development of algorithms 
that reduce the quadratic complexity of the naive process of 
pair-wise comparing each record from one database with all 
records in the other database, and how to accurately classify 
the compared record pairs into matches and non-matches 
considering attributes dependency. 

Nowadays, we are focused on the implementation of 
algorithms in order to measure, assess and help during the 
analysis of data quality process under a number of open and 
licensed database management system (DBMS), such as 
Oracle DB, MySQL, IBM DB2, SAP-Sybase Adaptive 
Server Enterprise, SAP-Sybase IQ, EnterpriseDB 
PostgreSQL.  

For the process of identification, analysis and merge of 
duplicated records, we are still working on the extension of 
the Freely Available Record Linkage System (FEBRL) [5] 
developed by a research group of the Department of 
Computer Science at The Australian National University. 

 We are focused on the integration of the FEBRL system 
to any database from any DBMS by querying the native data 
dictionary; the research proposal is also aimed to the 
enhancement and addition of further standardization, 
indexing, and classification algorithms for data matching. 

We have called our prototype as FEBRL-SEUCAD, it 
will support six DBMS at least. The application extracts the 
database schema directly from the data dictionary and 
measures the intrinsic quality of the data through the 
following indicators: coverage, density, completeness [6]. 
Since these measures are intrinsically computed through 
SQL queries, the assessed granularity levels are at database, 
table and column where applicable as we have done in 
previous research [7]. Furthermore, the prototype will 
implement a specific framework for the detection, 
classification and fusion (cleaning) of duplicate records 
within a number of databases (data matching and de-
duplication) with no regard of the type of data source. 

The present paper is organized as follows: The next 
section is focused on the assessment of data quality. The 
third section briefly explains the data matching process. 
Section IV describes the work we have carried out regarding 
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to the extension and enhancement of algorithms of the data 
matching process. The last section concludes the main topics 
achieved and the future work to be done. 

II. ASSESSMENT OF DATA QUALITY 

The strictness of quality assessment is a weak or strong 
characterization depending on evaluating the quality property 
as a percentage or as a Boolean function respectively as 
shown in [8]. The strong characterization of the quality 
metrics is useful in applications where it is not possible to 
admit errors at the corresponding level of granularity.  

In the case of the assessment of data quality, we have 
considered the weak strictness to make possible the 
comparison of data sources for a number of data quality 
properties in. However, there might be alternatives where 
strictness could depend on the level of quality required, 
according to specific applications. 

In order to assess data quality at different levels of 
granularity [7], we have utilized the measures provided at 
lower levels of granularity (data value, attribute) to 
determine aggregated scores (table, database) as we move 
through the levels of granularity.  

Regarding completeness, we have taken the 
corresponding metrics of [6] and [8] for the value, attribute, 
and relation granularity levels, and we have incorporated 
completeness at the database level.  

Coverage: This is the measure for the number of tuples a 
source stores; in other words as the probability that an entity 
of the world is represented in the source [6]. This is also 
contemplated under the Open World Assumption without 
nulls completeness case, at the relation level of granularity, 
refer to [8] for further detail.  

Density of an attribute:   is the measure of how well the 
attributes stored at a source are filled with actual (non-null) 
values (columns), in [6], a weak attribute completeness case 
under the Closed World Assumption with nulls in [8]. 

 Density of the source d(S) is obtained by the average 
density over all density attributes [6]. 

Weak relation completeness is the number of tuples with 
all its attributes filled with non-null values divided by the 
number of tuples [6]. 

 The completeness at database level will correspond to 
the average completeness of its corresponding relations. 

The measurements are given by the aggregation of values 
at each of these levels as they are moving on. As a 
measurement of data quality is directly related to the level of 
granularity, we conclude that scores measured at lower level 
of granularity will provide a greater degree of accuracy than 
aggregated scores produced at higher levels. 

The functions utilized for aggregation of scores are 
commonly average, maximum, and minimum. The 
appropriateness of an aggregation function will depend on 
the optimistic, conservative, or pessimistic approach taken 
according with the application context. It is not our intension 
to identify the best aggregation function, because there is not 
an absolute value. As long as the aggregation function 
reflects the user needs and it is consistently used, it should be 
enough for the estimation of quality and comparison 
purposes. 

III. THE DATA MATCHING PROCESS  

A. Introduction 

The data matching process in general terms is focused on 
joining records from one data source with another that 
describe the same entity. This process requires the following 
tasks: data standardization [9]; indexing possible matching 
data in order to reduce the number of comparisons; data 
comparison and classification of pairs of records in possible 
match, not match and match. These steps are briefly 
explained during this section. 

B. Standardization  

The standardization process [9] refers to the conversion 

of input data from multiple databases into a format that 

allows correct and efficient record correspondence between 

two data sources. Within the first step, called tokenization, it 

is assumed that the attributes of the input databases contain 

values that are separated by spaces, known as tokens. The 

second step is concerned with the detection and correction 

of data values that contain typographical errors or variations 

already known. The third step is the segmentation of tokens 

in well-defined output fields for proper data mapping or 

identification and correction of duplicate values (known as 

de-duplication). 

C. Indexing  

A detailed process of records comparison is usually 

computationally expensive. That is, the complexity is 

quadratic according to the length of the attribute values 

(mostly chains) that are correlated. The comparison process 

is the most complex of all the data mapping steps. The 

indexing aims to reduce the number of pairs of records that 

will be compared, reducing those pairs of records that are 

unlikely to correspond to the same real world entity and 

retaining those records that probably would correspond in 

the same block for comparison reducing the number of 

record comparisons. Therefore, the definition of the locking 

key is very important, because it will specify how to keep 

similar records in the same block of comparison. The record 

similarity depends on the data types they contain because 

they can be similar phonetically, numerically or textually. 

Some of the methods implemented within Febrl are for 

instance, Soundex [10], Phonex [1], Phonix [1], 

NYSIIS[11], Double metaphone [12], QGrams. 

D. Field and record Comparison Methods 

As the comparison data might be of low quality (they 

may contain typographical errors or variations), establishing 

a binary or strict criterion for the comparison process such 

as (similar / dissimilar) is not possible or realistic. 

Therefore, the comparison methods implemented provide 

degrees of similarity and define thresholds depending on the 

semantics and data type of each field. Some of the methods 

implemented within Febrl are for instance, Qgram, Jaro - 

Winkler Distance [13], [14] Longest common substring 

Comparison. 
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E. Classification  

The classification of pairs of records grouped and 

compared in the previous steps [15], [6], is mainly based on 

the similarity values were obtained, since it is assumed that 

the more similar two records are, there is more probability 

that these records belong to the same entity of the real 

world. 

The records are classified into “matches”, “not matches” 

or “possible matches”, the classification of records can be 

an unsupervised or supervised process. 

The unsupervised process classifies pairs or groups of 

records in the similarities between them without having 

access to more information about the characteristics of those 

records. 

The supervised process requires training based on data 

identified as similar or not similar. In this case, comparison 

vectors with an associated value that determines whether 

records correspond or not are required. 

In the case of potentially corresponding records, the 

duplicates detection may be performed manually. 

Within Febrl, there are methods based on thresholds, 

probabilistic methods, costs based methods or rule-based 

methods. 

The accuracy of data matching is mostly influenced by 

the comparison and classification steps. However, the 

indexing step will impact on the completeness of a data 

matching exercise because record pairs filtered out in the 

indexing step will be classified as non-matches without 

being compared. 

The most commonly way to classify candidate record 

pairs is to sum the similarity values in their comparison 

vectors into a single total similarity value and to then apply 

two similarity thresholds to decide the class a candidate 

record pair belongs to. However, there are some 

dependencies between attributes. For instance, records with 

the same postcode will potentially have the same street 

name [1]. Therefore, if we assume that all similarity values 

are normalized between 0 and 1, all attribute similarities 

contribute in the same way towards the final summed 

similarity value. The importance of different attributes, as 

well as their discriminative power regard to distinguishing 

matches from non-matches, is not considered. Furthermore, 

with no regard of a weighted or an unweight approach, the 

detailed information contained in the individual similarity 

values is lost by such a simple summation approach.  

For instance, the probabilistic classification approach of 

Fellegi and Sunter [6] is one of the most utilized nowadays 

because it allows the calculation of weights for 

corresponding and not corresponding pairs of attribute 

values, which leads to a better decision during records pair 

classification, but by assuming a conditional independence. 

 The present research is currently on the implementation 

of an enhancement to this issue.  

 

F. Evaluation of Matching  

Matching quality refers to how many of the classified 
matches correspond to true real-world entities, while 
matching completeness is concerned with how many of the 
real-world entities that appear in both databases were 
correctly matched [17].  

Each of the record pair corresponds to one of the 
following categories [18]: 

• True positives (TP). These are the record pairs that have 
been classified as matches and that are true matches. These 
are the pairs where both records refer to the same entity. 

• False positives (FP). These are the record pairs that 
have been classified as matches, but they are not true 
matches. The two records in these pairs refer to two different 
entities. The classifier has made a wrong decision with these 
record pairs. These pairs are also known as false matches. 

• True negative (TN). These are the record pairs that have 
been classified as non-matches, and they are true non-
matches. The two records in pairs in this category do refer to 
two different real-world entities. 

• False negatives FN) .These are the record pairs that 
have been classified as non-matches, but they are actually 
true matches. The two records in these pairs refer to the same 
entity. The classifier has made a wrong decision with these 
record pairs. These pairs are also known as false non-
matches. 

An ideal outcome of a data matching project is to 
correctly classify as many of the true matches as true 
positives, while keeping both the number of false positives 
and false negatives small. 

Precision calculates the proportion of how many of the 
classified matches (TP + FP) have been correctly classified 
as true matches (TP). It thus measures how precise a 
classifier is in classifying true matches. [19]. It is calculated 
as: precision= TP/(TP+FP) 

Recall measures how many of the actual true matching 
record pairs have been correctly classified as matches [19]. It 
is calculated as: recall= TP/(TP+FN). 

At the present time, we have been focused on the 
enhancement of the Fellegi and Sunter probabilistic 
classification in terms of keeping the match weight after 
classification. 

G. Related work 

The FEBRL project has developed prototype software 
which undertakes data standardisation, which is an essential 
pre-processing phase for most record linkage projects, and 
which implements the "classical" approach to probabilistic 
record linkage model as described by Fellegi and Sunter in 
[16]. We are focused on the extension of the original FEBRL 
system to any database from any DBMS by querying the 
native data dictionary; the research proposal is also aimed to 
the enhancement and addition of further standardization, 
indexing, and classification algorithms for data matching. 

We are currently analysing which de-duplication 
algorithms are suitable for incorporating to the FEBRL-
SEUCAD in order to implement them and compare them to 
the already implemented on FEBRL. 
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IV. FEBRL-SEUCAD 

This section presents the enhancement we have 
implemented to the original FEBRL project so far. However, 
as we have pointed out before, there is a long way of further 
work to be done. 

The prototype FEBRL-SEUCAD is now able to connect 
to any application implemented under a number of Database 
Management Systems such as PostgreSQL, SAP Sybase 
Adaptive Server Enterprise, SAP Sybase IQ, MySQL, Oracle 
and IBM DB2 with only the name of the database to be 
analyzed as a parameter. FEBRL-SEUCAD contains code to 
extract the native data dictionary in order to obtain all the 
database objects created under such database name. 

A. Activities 

To develop the prototype we have undertaken the 
following activities. 

• Extraction of database objects by the data dictionary 
from each DBMS. 

• Implementation by SQL programming of quality 
metrics such as coverage, density and uniqueness, the latter 
considering primary key, because otherwise would be data 
de-duplication or data matching covered by Febrl. Such sql 
programming has been carried out for each DBMS in their 
corresponding SQL language. 

• Extension of the Febrl application for connection to 
any database through the already mentioned DBMS. 

• Extension of the Febrl application to incorporate the 
options concerned to compute the quality metrics at 
database, table, record and column. 

• Extension of the Febrl application to incorporate the 
option of selecting a specific database object and its 
corresponding data matching process. 

The prototype currently supports the measurement of 
data qualitative dimensions within a number of database 
management systems and the steps within the data matching 
process (indexing, comparison, and classification). 

The application extracts the database schemas directly 
from the data dictionary and identifies the following 
indicators: coverage, density, complete and uniqueness, since 
they are intrinsically calculable through SQL, granularity 
levels are calculated at database, table, and column log for a 
number of Database Management Systems. 

B. Operations 

This section is aimed to briefly describe the operation of 

the FEBRL-SEUCAD prototype. In the case of Data 

profiling, the first step is to select the metrics option, specify 

the required metric, the level of granularity to compute, the 

Database management system and the database name. We 

have extended the Febrl system in order to calculate 

completeness and uniqueness at different levels of 

granularity by extracting from the data dictionary the 

database objects, this feature allows the prototype to be 

utilized on any database platform. Fig. 1 shows 

completeness at database level from a SAP-Sybase Adaptive 

Server Enterprise database. 

 

 

Figure 1 Completeness at database level 

Once the database object has been selected, we have 
extended Febrl as shown in Fig. 2, in order to automatically 
generate the corresponding flat file in CSV, TBL formats, 
where originally the flat file had to be generated apart and 
then loaded to the application for further analysis.  

 

Figure 2 Flat file generated from a database table 

The data profiling step helps to determine the number of 
different data values for such attribute, the distance 
frequency, and the number of records with empty values. 
These brief data profiling allows the identification of a 
suitable attribute for indexing. 
   Indexing: The next step is the identification of attributes 

that would help on the execution of the indexing process 

along with specification of the corresponding parameters 

according to such indexing method. The best suited 

attributes for indexing are those with no missing values and 

uniform frequency distance. For instance, in the case of 

QGramIndex it is possible to specify the number of Q-

grams and threshold as is shown in Fig. 3. 
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Figure 3 Indexing by QGramIndex and Soundex encoding 

   Comparison: The most common attributes for comparison 

are strings of one token, such as surname, family name, or a 

short number of tokens such as address, street name. Within 

SEUCAD-FEBRL is required to also specify the field 

comparison function per each comparison attribute. For 

instance, in Fig. 4, the comparison function Bag-Distance is 

used for surname and the Number-Percentage algorithm for 

the attribute street_number. 

 

 

Figure 4 Comparison by Bag-Distance and Number percentage 

   Classification: The data type of the attributes involved for 

the classification process is relevant in order to specify the 

classification method. In Fig. 5 the classification method 

chosen is Fellegi Sunter with a lower threshold of 8 and a 

upper threshold of 1.8. 

 

Figure 5 Classification by Fellegi and Sunter 

Once identified the attributes and methods for each step, 
it is possible to execute the data matching process, which is 
the case shown in Fig. 6. 

 

Figure 6  Execution of data matching process 

Fig. 7 presents the number of matches, non-matches and 
possible matches as the outcome of the data matching 
process. 

 
Figure 7 Outcome of matches, non matches and possible matches 

The data matching outcome shows 4 matches, 1 possible 
match, there were not pair of records with non matches. 

The evaluation of the data matching algorithms has 
already been coordinated by Peter Christen during the 
development of the FEBRL prototype [1], [5].  

The data quality indicators: coverage, density, 
completeness and uniqueness have been identified in 
previous work [3], [6], [7], [8] and extended to different 
levels of granularity in [7]. However, as these quality 
indicators are an addition to the original de-duplication 
prototype, they have been calculated and tested at database, 
table, and column log for a number of Database 
Management Systems within FEBRL-SEUCAD. 

V. CONCLUSION AND FUTURE WORK 

A. Conclusion 

We present a work in progress regarding the extension 
and improvement of an open software for de-duplication of 
records originally called FEBRL.  

Currently, the FEBRL-SEUCAD prototype can directly 
connect to several database management systems such as 
Oracle DB, MySQL, IBM DB2, SAP-Sybase Adaptive 
Server Enterprise, SAP-Sybase IQ, EnterpriseDB 
PostgreSQL, extracted from the dictionary database objects 
of interest in order to allow data platform independency.  

Our prototype is able to calculate data quality indicators 
allowing a better decision regarding to the identification of 
attributes that would help on the data matching process. 

FEBRL-SEUCAD allows the flat file generation from 
any object database in CSV, TBL formats and then loaded to 
the application for further analysis. 

B. Future work 

We are planning the enhancement of some of data 
matching algorithms already implemented in the original 
FEBRL prototype, at the present time; we are focused on the 
enhancement of the classification process by considering the 
importance of different attributes through their 
corresponding weights. 
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The implementation of new indexing algorithms, 
comparison and classification methods is part of our future 
work. 
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