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Abstract—This paper addresses a problem of object-based \&d
coding. We propose a video coding method for arbiary shapes
of objects. The proposed method extracts objects dhe basis of
visual saliency and temporal correlation between fmes.
Subsequently, we compress the video by changing dog
quality for the extracted objects and background rgions. The
experimental results show that the proposed methockn reduce
bit rate while preserving target object quality.
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l. INTRODUCTION
Object-based video coding is effective in many

applications, such as video conference and swame#l where
we only need regions of interest and it is unnengsto
transmit the entire video. For that reason, oldpasted coding
schemes have been investigated actively. MPEGadvideo
coding standard for arbitrarily shaped objects. Elesy, this
was standardized in 1999, so there is possibility to
preserve important information because compressio
efficiency of MPEG-4 is lower than current mainatre
coding standards. Lan et al. proposed an obje&ebesding
scheme that determines foreground using a depthandp
incorporates technologies of MPEG-4 into HEVC [1]
However, it requires a special video camera towepthe
depth map. For videos captured by a stationary @rtieere
are some researches for video surveillance [2] dddo
conference [3]. In [4], Ng et al. proposed an objEsed
coding system using multiple video cameras for dyina
image-based representations. However, all of theveab
methods focus on videos obtained under certainitonsl
Many coding schemes have been researched for thegau
of preservation of quality in the area where hurteards to
perceive. In [5], the foreground is determined lom basis of
perception characteristics of human who pay atiantn
moving objects. In [6], the facial region is set te
foreground, and face parts (e.g., eyes, nose andhjnare
compressed in high quality. However, in these apdirstems,
the target object is restricted. There are researalich use
saliency to determine important regions in vidddee coding

method which changes the quality parameter by the decoding

macroblock based on saliency is investigated inHdjvever,
the method [7] directly uses responses of saliemcpmpress
videos, it does not separate foreground and backgro
Hence the method doesn’t take account of the stiagh¢he
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contour of the objects.

The contribution of this paper is as follows. Weus on
saliency and temporal correlation to extract oljéctvideo.
In addition, we propose an arbitrary shape objesetd
coding scheme which varies the coding quality ddjmgnon
the foreground and the background. Then, we demaiashe
effectiveness of the proposed method by experirhesgalts.

The outline of this paper is given as follows. Bton I,
overview of the proposed method is explained. IctiSe I,
we describe the proposed object extraction methatkiail.
Afterwards, Section IV proposes an object-basedingod
system. Finally, Section V shows some experimeesilts
and Section VI concludes this paper.

Il.  OVERVIEW OF THEPROPOSEDCODING SYSTEM

The block diagram of the proposed coding system is

shown in Figure 1. The encoder extracts visualisactive
objects automatically from the input video. Them e@veate
the foreground video in which background pixel eslare
equal to 0 and the mask video which consists oknmages.
By using a standard video coding method, we enctiuee
two videos at high quality, and also encode thetinmeo at
low quality in order to use it as the backgroun@éwtbecoding.
In the decoder, three videos are decoded. Thenetjen
of foreground is extracted from the high qualityeatb video
using the mask. Similarly, the region of backgrousd
extracted from the low quality entire video usihg tnask and
the synthesis video is
foreground and the background.
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Object
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High quality coding
_—
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Mask Video ————m—
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@
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Figure 1. Block diagram of the proposed coding system: (apEac
(b) Decoder
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lll.  VISUALLY ATTRACTIVE OBJECTEXTRACTION

This process extracts visually attractive objects j#

automatically. From the input video frames, keynfes are
chosen at a constant interval. In each key franeegnwate a
mask which shows the target object area usingensgl map
[8] and GrabCut [9]. In other frames, we creatgyiimoving

the mask from the key frame to subsequent framew)us

optical flow. It reduces processing time and kepesshape
of the object among frames not to create maskedoh frame
from scratch. Furthermore, in order to improve dloeuracy
of object extraction for key frames, we compare dreated

mask with a predicted mask based on the mask of the

preceding key frame, and create a mask again iffeaaht
setting if the difference is large.
A. Key Frame Mask Creation

1) Pre-Processing: Pre-processing
improve the accuracy of mask creation. First, the sf input

frames is reduced to make the subsequent process.ea

Second, smoothing with Gaussian filter is perfornted

is performed to

Figure 2. A saliency map: (a) Input frame “Fountain(Chromgkgly)
Saliency map

[ Jrep [prr_rGD Mrr_ecD EMBGD
Figure 3. The label mask created based on the saliency map

reduce the high-frequency components which have bad

influence on segmentation.

3) Post-Processing: Two types of post-processings

2) Mask Creation: This process estimates the targetcorrect misjudged pixels. In the mask created bgguthe

object area and creates a mask of the objects. s&ehe
saliency map proposed in [8] to estimate it. THeBay map
shows the degree of visual attention. In the sajiemap,
large values represent locations where human val p
attention. Examples of an input frame and its salfemap
are shown in Figure 2.

GrabCut, some background pixels may be judged as
foreground by mistake. Therefore, we do labelingcpss to
the mask and judge small foreground labels as aokg,
the size of which is smaller than 0.5% of the frasime.
Likewise, some foreground pixels may be judged as
background by mistake. Therefore, we change the

To create a highly precise mask, we use the GrabCiiackground pixels surrounded by foreground pixels t

algorithm. The GrabCut
segmentation method. In the algorithm, the inpuagenis
expressed as a weighted graph based on similar#igrhples
of foreground and background given by the user coidr
difference of adjacent pixels. Then, segmentai@onducted
by finding the minimum cut to divide the graph intwo
subgraphs. The saliency map does not always hafamn
saliency in the same object, and there are lalgneg pixels
in background. Therefore, it is difficult to createnask using
the saliency map only. The proposed method redliveieate
a highly precise mask by combining the saliency araghthe
GrabCut. In order to assign sample pixels, a |abatk is
created. The label mask consists of four valueDBG be a
background sample pixel), FGD (to be a foregroumue
pixel), PR_BGD (to be probably background pixelpda
PR_FGD (to be probably foreground pixel). The PRDBG
and PR_FGD pixels are estimated by calculationdbesghe
FGD and BGD pixels. We create the label mask auicaily
based on the saliency map. First, we hypothesaehtimans
tend to pay attention to the center of the scra#irer than the
edge of the screen. Based on this hypothesis,XEbsprom
the border of the image are set as BGD pixels dbgss of its
saliency. The other pixels in the inside of theeeorare set as
some label based on the saliency map. Specifidhikyhigh
saliency pixel becomes FGD pixel, the middle saljepixel

is a graph-based two-clas$oreground. This process fills holes of the foregm and

improves the mask.

4) Mask evaluation considering temporal correlation:

For more accurate mask creation, we do comparative
evaluation of the mask that takes advantage of deahp
correlation, which is a characteristic of video.d&® is
agregation of continuously captured images, sorére that

the contents vary greatly between frames. Thergioieenot
desirable that the shape of the mask varies grbatlyeen
frames. However, there is a possibility that thapghof the
mask varies greatly when doing object extractioingis
information about the target frame only.

We compare the created mask and the predicted mask,
which is predicted from the mask created in thevipres key
frame. We use the optical flow to create the predienask.
First, we calculate the optical flow between comtins key
frames based on the method of Gunnar Farneback [10]
Second, we do the labeling process to the maslkcanodlate
the average vector of the optical flow of each labethe
foreground area. Then, we create the predicted rbask
moving the foreground area for the average vecdi@ach
label. The number of pixels where the predictedkmtees
not overlap with the mask created using the Gralxffound
by taking exclusive OR of them. If the number beesmmore
than 10% of the number of all pixels in the frame,conduct

becomes PR_FGD pixel, and low saliency pixel besmethe following process for the mismatched pixels.ewhhe

PR_BGD pixel. Figure 3 shows the label mask. Thbka,
GrabCut using the label mask creates a mask whimhisthe
area of the visually attractive object in the frame
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pixel of the predicted mask is the background pinel set
the pixel of the label mask as PR_BGD. Similarljpew the
pixel of the predicted mask is the foreground piket pixel
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of the label mask is set as PR_FGD. Then, we cdrttiec
GrabCut algorithm again using the renewed labekmas

B. Mask Creation in the Non-Key Frame

For the non-key frame, the mask is created by ngpthie
previous mask created already using optical flovisT
process is generally the same as creating thecpeddmask
for comparative evaluation, but uses the optical fbetween
continuous frames. It reduces the shape changehef t

foreground to move the mask based on the optioa. fl Figure 4. The foreground frame

C. Object Extraction . i
In this process, we enlarge the masks to the dizkeo Y ‘ |

'l‘jwlh Ing
by

input frame and extract the foreground from theutrfpame

based on the mask. Then, the foreground videohifhwpixel

values in the background are 0, is created. Fig@tgows the
foreground frame. We create the mask video by agdgirey

the masks. The mask video is utilized to determntime

background at the time of decoding.

-

IV. CODECSYSTEM Figure 5. The synthesis frame

A. Encoder of three frames, and the same low-quality entidewoiis used

In the proposed method, the encoder realizes piager for background regardless of the bit rate.
important information and reducing unnecessaryrinédion
by changing the coding quality in H.264 accordinghe type . . )
of video. The foreground video is coded in high liyaso In this subsection, we evaluated the coding perioca
that information of the target object is presenBecause the Dy rate-distortion curves, which indicates a refaship
value of all pixels of the background area is zitiis,possible  etween the bit rate and PSNR. Figure 7 shows atee r
to reduce the data size with high quality. In additthe mask ~ distortion curve in whole and foreground regions.
video used in decoding is coded in high quality, tisat In the proposed method, the image quality of the
boundary between the foreground and the backgrasnd foreground was good, but that of the background was
preserved. Furthermore, the input video which ésstibject  Significantly degraded. Therefore, PSNR on thererdrea
of object extraction is coded in low quality, ahe tata size P€came low values. In contrast, the video codiagdsrds,
is reduced significantly. This entire coded videased as the Such as H.264 utilize rate-distortion optimizationchoose

A. Rate-Distortion Performance Evaluation

background at the time of decoding. the partition manner and the coding mode, so PS8R i
optimized. For that reason, PSNR of H.264 becamgeta
B. Decoder than that of the proposed method.
This process decodes three kinds of coded videsesitzn On the other hand, we confirmed that PSNR on the

H.264 at first. Next, we extract the foregroundsairem the ~ foreground of the proposed method became largettizarof
object video coded in high quality based on the knas the H.264 at various bit rates. This is because the
Similarly, we extract the background area from émtire  proposed method reduces the bits about the baakgrou
video coded in low quality based on the mask. Thea, significantly. This result shows that the proposegthod can
synthesize the foreground and the background. Baiptwe ~ reduce more bit rate than H.264 when the imagetywlthe
can obtain the synthesis video which preserve tiadity of ~ foreground is compressed to the same degree bettheen
the foreground and reduce the quality of the bamkgd Proposed method and H.264. However, as for “TruekrT,
because the coding quality is different in the gooeind and  the PSNR on the foreground of the proposed metkodrbe

the background. Since it is not the block baseditgu@ntrol, ~ lower than that of H.264 at a low bit rate. Thekgaound of
we can handle arbitrary shape objects. Figure Svsithe ~ “Truck Train” is not complicated. Therefore, theoposed
synthesis frame. method could not have enough effects. In additimccuracy

of object extraction affected the results.

B. Subjective Quality Evaluation

In this subsection, we evaluate subjective qualftyhe
foreground by measuring mean opinion scores (M®Shis
experiment, all the video sequences compressedhey t
proposed method and H.264 at different bit ratesewe
displayed in a random order, MOS is ranging 1 to/¥8 had
13 participants involved in this experiment.

Figure 8 shows the MOS values. As for “Fountain

V. EXPERIMENTS

In order to confirm the effectiveness of the praubs
method, we conducted a comparative experimenthkki2z4.
We used three video sequences at FHD resolutic20¢19
1080): “Fountain(chromakey)”, “Fountain(dolly)” and
“Truck Train” included in the ITE/ARIB Hi-Vision Tt
Sequence 2nd Edition [11], shown in Figure 1 (&) Rigure
6. In the proposed method, we set the key framigeat/als
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(1]
[2]
3]
Figure 6. Top row: Original video sequences Bottom row: Objec
extraction results (a)"Fountain(dolly)” (b)"Truck &in” [4]

(chromakey)” and “Fountain(dolly)”, the MOS valuekthe
proposed method are larger than H.264 at any bbé. ra [3]
However, as for “Truck Train”, the MOS value of the
proposed method is smaller especially at a lowaté. This
result could be due to boundary flicker causednagéuracy

6
of synthesis of foreground and background. ]
VI. CONCLUSION
In this paper, we proposed an object-based cogsigm 7]
that extracts visually attractive object with ardiy shape and
preserves the information of the object. The regibimterest (8]

is estimated with the saliency map, and the objects
extracted using the GrabCut.

The experimental results show that the proposetigdet [9]
realizes both preserving the image quality of Hnget objects
and reducing the bit rate. However, there is aipitisg of
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