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Abstract—Event processing is an important established concept for event-driven system development – with database triggers and event processing engines being typical examples of event processing technology. With nowadays movement into cloud computing, highly flexible scalability in cloud environments becomes an important challenge for event processing applications as they have many event sources and events to be processed there. As the core contribution of our work, we propose a novel approach to providing event processing applications with cloud-enabled scalability transparently to users (viz., the application developers) as part of an event-driven system itself.
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I. INTRODUCTION

Traditional applications execute in a sequential way. But the real world is driven by events, which can come from several event sources. So how can these events be caught by traditional applications? One can create threads, which run in loops to catch the events and dispatch them to event consumers that can perform actions in response to the events. The biggest problem with this approach is that the applications can waste a lot of resources with otherwise not needed loops. Another big problem is an increased time between the raise of the events and their catch. Event processing applications provide a solution to these problems.

Event processing applications can be defined as sense-and-respond applications, i.e., the applications that can react to and process events. An event processing application can play the role of an event source, an event sink, or both. Event sources can handle off events to event sinks. It should be noted that an event source does not necessarily generate an event, nor an event sink is necessarily an event consumer. Furthermore, event sources and event sinks can be completely decoupled from each other: one can add and remove event sources and event sinks as needed without impacting other event sources and event sinks.

Event processing applications use the following concepts:

- **Event**: In an event processing application, every event is represented as an event object. This object holds all information about the event such as the timestamp when the event was caught, the event type, the event source, etc. After the catch of an event and transforming it to an application object, it is handed to an event stream.

- **Event stream**: An event stream is like a FIFO (First In, First Out) queue. Application objects in the stream are handled sequentially in the order of their arrival. The speciality of this type of queue is that an agent can subscribe to the stream and select which events it wants to receive.

- **Agent**: The drivers of an event processing application are one or more agents. They get the events from an event stream and react to or operate on those events. Examples of operations on events: selection, aggregation and composition. To structure agents and create a high cohesion with loose connections, an event processing network is used.

- **Event Processing Network (EPN)**: An EPN models an event processing application as a set of interconnected application components whose execution is driven by events. Therefore, it is typically represented as a directed graph, where events are flowing through edges into nodes, which in turn represent application components.

- **Event channel**: This is typically a messaging backbone, which transports the (formatted) events between event sources and event sinks. Because of the variety of event sources, not all events will be created in the format required for processing them by agents. In those cases, the events need to be formatted prior to being deposited them in an event channel.

Next we are presenting an example of event processing applications. This example is a door access log into a company, which uses a radio frequency identification (RFID) transponder to control the work time of its employees.

1. Employee A comes to work and activates the RFID transponder at the door with his chip, thus generating an access event.
2. The information on the chip is scanned and given to the adapter of an event processing application.
3. The application creates an event object and injects the data into it.
4. With a bundle of the subscriptions, the application knows which agents are interested on this event type (say Agents A and B) and put the event into the agent's event streams.
5. Agent A only reacts to the access event and logs the timestamp of the event and the information on the employee's chip to a database.
6. Agent B waits for another access event by the same employee in a time window of 10 hours.
7. Employee A activates the RFID transponder at the door with his chip again, when leaving work.
8. The application creates an another event object with the information on the employee's chip and passes it to the agents.
9. Agent A logs this event to the database.
10. Between the first and the second access events, Agent B produces a new event with the time which has passed between them.
11. Due to some other subscription, Agent B knows another agent, say Agent C, which is interested in the new event because it needs to gain the employee's work time out of it.

Step 6 shows how the agent uses a selection operation to get the information it needs. In this case, the agent also uses a technique, which is called windowing. It is possible to define a window by time (as it is in the example) or by the number of events in an event stream. Step 10 is an example of the composition of events. Here two events are merged into a new one. Once the new event has been composed, any agent in the application can use that event.

The remainder of this paper is organized as follows. The next section gives the motivation for our approach. This is followed by a description of our approach and a brief overview of the work related to the combination of event processing and cloud computing. The final section concludes the paper.

II. MOTIVATION

Event processing applications are important because the real world is event-driven [12]. With great demand on high-speed and cost-efficient processing of events, event processing applications are calling for IaaS (Infrastructure-as-a-Service) scalability. IaaS scalability lets the applications make optimum utilization of resources such as CPU and RAM at different workload levels in order to avoid over-provisioning (i.e., having too many resources), under-utilization (i.e., not using resources adequately) and under-provisioning (i.e., having too few resources) [1]. In traditional environments, over-provisioning and under-utilization can hardly be avoided [2]. There is an observation that in many companies the average utilization of servers ranges from 5 to 20 percent, meaning that many resources are idle at no-peak times [3]. On the other hand, if the companies shrink their infrastructures to reduce over-provisioning and under-utilization, the risk of under-provisioning will increase. While the costs of over-provisioning and under-utilization can easily be calculated, the costs of under-provisioning are more difficult to calculate because under-provisioning can lead to a loss of users and zero revenues [3].

Since event processing applications experience variability in utilization of resources, they are calling for an infrastructure that can dynamically scale according to the application demand. IaaS scalability is one of the major advantages offered by IaaS clouds. This gives rise to the idea to deploy event processing applications into IaaS clouds. However, IaaS scalability is not just about having a scalable (virtual) infrastructure, but also about writing scalable applications. Valuable rules of thumb have been provided by Amazon.

Amazon provides a best practices guide [4] on how to write applications for the best fit for IaaS clouds. The most important guidelines are: an application should be divided into loosely coupled components that can be distributed across several servers and executed in parallel. Furthermore, the application should be as stateless as possible. If an application component fails or is temporarily not available, the application should continue to run. This can be achieved by developing the component as self-rebooting and using a message queue [5]. If the component is temporarily not available, messages will be stored in the queue and delivered later when the component comes alive again. These rules clearly indicate that IaaS scalability depends on the application design as well as the communication mechanism used to implement the application components. Therefore, IaaS scalability cannot be achieved by simply deploying applications into IaaS clouds. Rather, an IaaS cloud can guarantee an infrastructure equal to the application demand only when applications are designed properly or their design is amenable to appropriate scaling (horizontal or vertical).

However, event processing applications typically rely on a centralized event coordinator and could easily become a scalability bottleneck as a result of that [11]. Event processing applications are inherently stateful, which implies that services cannot be migrated or located anywhere, without affecting the application performance. Therefore, the deployment of event processing applications to IaaS clouds typically requires redesigning the applications for leveraging on-demand resource utilization. Therefore, the biggest problem is how to minimize the changes need to be done to the application design.

Another big problem is how to scale EPNs in IaaS clouds. An event-driven application can specify an EPN, which assembles the other components (e.g., event sources, event sinks and event streams) together. Virtual machines in IaaS clouds can scale horizontally by cloning a virtual machine or vertically by adding more resources to a virtual machine. Besides the scaling of virtual machines, the virtualization technologies inherent to IaaS clouds allow for the scaling of EPNs. Unfortunately, this very desirable feature is not supported by IaaS clouds yet, thus further complicating the deployment of event processing applications into IaaS clouds.

As an attempt to solve the problems above, in our previous work [6][10] we proposed to make event processing applications scalable through the integration of an event processing engine into a cloud architecture. In this paper, however, we propose a different approach.

III. OUR APPROACH

IaaS scalability is important for event processing applications because these applications experience variability in resource utilization. Therefore, our approach is aimed at
providing event processing applications with IaaS scalability. IaaS scalability is service-oriented, meaning that scaling decisions are made on the basis of infrastructural metrics such as CPU and RAM utilization [1].

The basic idea behind of our approach was to bring IaaS scalability into an event–driven system itself. An event-driven system can generally be comprised of several event sources, event processing applications and event sinks. Event sinks have the responsibility of applying a reaction as soon as an event occurs. The reaction might or might not be completely provided by the sink itself. For example, the sink might just have the responsibility to filter, transform and forward the event to another component or it might provide a self-contained reaction on such an event.

Event sources, event processing applications and event sinks can be decoupled of each other; one can add or remove any of these components without causing changes to the others. However, an event-driven system could get quiet complex due to a large number of agents and event sinks to synthesize events out of aggregated data. Moreover, the agents are independent of each other – they can be distributed across several servers and executed in parallel. The problem is that it is very difficult for a scaling mechanism to decide which agents should use which rules to produce which output. Also how could this decision be made when the cloud should scale itself? Therefore, it was not an easy task to bring IaaS scalability into an event–driven system.

Figure 1 gives an overview of our approach, which includes the following components:

- **Load Balancing Agent (LBA):** Each EPN has its own LBA monitoring and interpreting (internal) technical events occurring in an Event-Processing-as-a-Service cloud and their data. LBAs ensure the performance and the availability of each EPN (or its agents), as they are the ones, which perceive the need to provision or decommission resources. Scaling decisions are made by LBAs on the basis of the current resource utilization and calculated by LBAs themselves. The resource utilization is aggregated out of technical events. For example, if the minimum or maximum threshold is crossed, scaling rules will be fired and a scaling mechanism will kick in.

- **Scaling Agent (ScA):** In addition to the LBA, each EPN has its own ScA, which can clone the EPN for horizontal scaling or restart it on a bigger virtual machine for vertical scaling.

- **Central Scaling Agent (CScA):** The CScA evaluates technical events against scaling rules. Scaling actions may include, e.g., the invocation of a service or the triggering of a scaling process. In addition, the CScA maintains the EPN topology.

Figure 1. Cloud-enabled scaling of event processing applications

- **Central Load Balancing Agent (CLBA):** If the CScA defines how to scale, the CLBA defines what to scale. The CLBA takes the load of each EPN into account. Each LBA has to periodically send the information on the current resource utilization of its EPN to the CLBA. The CLBA then instructs the CScA to provision or decommission resources. This allows the CScA to foresee critical situations and to make scaling decisions beforehand. The CLBA is also responsible for all external events. An exposed interface (e.g., web services) make the interaction between the outside world and the cloud possible.

- **Configuration Agent (CA):** The CA allows for the configuration of the whole scaling mechanism (e.g., scaling rules and thresholds) and the EPN topology through the cloud API. The CA could be implemented as an agent fitting into the idea of a Dynamic Control Plane [7], which gives users (viz., the application developers) the possibility to configure the cloud through an easy-to-use administrative interface.

- **Cloud-Scaling EPN:** The CLBA, the CScA and the CA are “networked” together to form an EPN for the scaling of an Event-Processing-as-a-Service cloud. This cloud hosts services to be leveraged by event processing applications as needed. As a result, the cloud can scale up and down according to the application demand.

Our architecture can be used by the following event processing applications:

- Disaster management, where the input data need to be gathered from various heterogeneous distributed sources (e.g., scientific sensors) and processed using the event processing technology to react on disasters.
An IaaS cloud requires that applications are designed especially for the cloud. The scaling of traditional applications is typically easy. The question is how to scale event processing applications. These applications follow their own design rules and thus, they have to be tailored to the cloud. Therefore, in our previous work [6][10], we proposed to integrate an event processing engine into a cloud architecture itself, providing scaling decisions out of scaling rules through the cloud API.

However, in this paper we decided to move from a different direction – we tried to adapt IaaS scalability to an event-driven system.

V. Conclusion and Future Work

Event processing applications need to handle a lot of information. Thus, the ability to process this information quickly is important for those applications. But processing the information quickly implies processing it efficiently, which in turn implies spending less money on an infrastructure. And this is the point where event processing applications could benefit from the deployment into IaaS clouds whose scalability enables efficient and cost-saving event processing. However, a cloud architecture that allows event processing applications to benefit from IaaS scalability is currently missing [6][10]. Therefore, with our approach and its components described below, we aim to fill this gap.

Each EPN will have a Load Balancing Agent (LBA), which periodically sends the load of its EPN to the Central Load Balancing Agent (CLBA). If the minimum or maximum thresholds specified by users through the Configuration Agent (CA) are crossed, the CLBA will instruct the Central Scaling Agent (CScA) to provision or decommission resources. In addition to the LBA, each EPN will have a Scaling Agent (ScA) acting on behalf of the CScA. The CScA will translate the CLBA’s instructions into an appropriate scaling action taken by the ScA to adjust the load of its EPN. It should be noted that users will be kept totally unaware of these scaling actions and delivered with the illusion of a scalable infrastructure, the infrastructure that can scale horizontally (by cloning an EPN) or vertically (by restarting an EPN on a bigger virtual machine).

Our approach is geared to make event processing applications scalable, while minimizing changes to be done to the application design and allowing for the scaling of EPNs as if they were virtual machines.

In the future, we are going to implement our approach and evaluate its performance.
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