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Abstract—Effectiveness detection to extract objects of interest 

is a fundamental step in many computer vision systems. In real 

solutions, the accurate Background Subtraction (BS) is a 

challenge due to diverse and complex background types. Being 

the color widely used as descriptor to improve accuracy in 

several BS algorithms, in this paper we analyze four Color 

Invariants (CIs) based on the Kubelka-Munk theory combined 

with Gray scale. The capability of several CIs combinations in 

segmenting foreground is evaluated referring to five video 

sequences. This experimental study provides a point-of-view to 

choose the best color combination considering accuracy and 

the channel numbers which can be applied for image 

segmentation. The results demonstrate that the combination of 

the color invariant H with Gray scale achieves higher 

performance for foreground segmentation for both indoor and 

outdoor video sequences. Furthermore, it uses the minimum 

number of color channels.  

Keywords-image processing; background subtraction; color 

invariant. 

I.  INTRODUCTION  

In the recent past, Background Subtraction (BS) has 
gained an extensive application as a fundamental pre-
processing task of video systems especially to detect objects 
of interest (vehicles, people, animals and so on) for security, 
traffic monitoring, surveillance systems among others, which 
include people counting, intrusion detection and tracking 
[1][2]. 

The BS algorithms typically use five features as 
descriptor: color, edge, stereo, motion and texture features 
[2], each one having specific characteristics to handle 
different environments and critical situations as motion 
changes, viewing direction, structure background and 
illumination changes. In order to be more robust in presence 
of critical situations, some algorithms tend to combine 
different features. The multi-scale region BS algorithm [21] 
performs the Gaussian Mixture modeling in conjunction with 
color histograms, texture information, and consecutive 
division of image regions to detect efficiently edges of the 
moving objects. Also in [22], the use of color and edge 
information is applied to handle slow illumination changes 
and camera noise, being able to run on standard platform for 
real time applications. 

However, the capability of segmenting moving objects 
from video sequences is even a challenge in vision systems, 
where many algorithms work for specific environments in 
very controlled situations. 

The rest of this paper is organized as follows. Section II 
describes most relevant related works. The color invariant 
descriptors are introduced in Section III. Section IV 
describes the algorithm used for the evaluation. The 
experimental results are presented in Section V. Finally, in 
Section VI we discuss the conclusion. 

II. RELATED  WORKS 

 Color features are widely used in many algorithms and 
the ability to be very discriminative is mainly related to the 
way of representing colors in the image. Different color 
spaces provide different accuracies [3], due to several 
limitations in the presence of shadows, illumination changes, 
and camouflage.  

Several works have been proposed in order to determine 
which color space is best for shadow detection and BS. In 
[4], an experimental study is presented to show how the 
“RGB”, “XYZ”, “YCrCb”, “HSV” and the normalized “rgb” 
formats differently affect the moving objects classification 
and the shadow detection. For identifying shadow edges, the 
color opponent space is exploited in sunlit scenes. 
Furthermore, it is shown that the different uniform color 
opponent space is the most suitable for indoor environments, 
and the LαB is an appropriate selection for both indoor and 
outdoor environments [5].  

The influence of several color spaces on the shadow 
detection has been evaluated in [6].  That work demonstrated 
that CIE L*u*v color model allows moving objects to be 
extracted efficiently also in the presence of moving shadows. 
As demonstrated in [7] the color space also affects tracking 
methods. As an example, in tracking applications, YCbCr 
and HSV color models are more suitable than RGB and 
Grayscale color models [7]. 

With the main objective of improving the achieved 
performances and avoiding time consuming color 
transformation, in [9], YUV color model is exploited for 
shadow detection in video conference applications. On the 
other hand, the statistical BS algorithm proposed in [10], 
separates the brightness from the chromaticity component in 
a pixel to exploit a computational color space. 

Photometric color invariants as normalized rgb, hue (H), 
saturation (S), l1l2l3 and c1c2c3 are functions that describe 
the color configuration discounting shadows, highlight and 
shading. These functions are invariant to surface orientation, 
viewing direction and illumination conditions [8]. C1c2c3 
model is adopted in [11] to exploit the spectral and 
geometrical characteristics for automatically shadow 
detection for static images and video sequences. This 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-496-1

CENICS 2016 : The Ninth International Conference on Advances in Circuits, Electronics and Micro-electronics



approach firstly hypothesizes the presence of shadows, 
considering some initial evidence based on the fact that 
shadows darken the surface which they are cast upon.  

Although many works presented in the literature have 
demonstrated how the color features interfere in the achieved 
accuracy, typical descriptors are based on specifically 
spectral information. On the contrary, the CIs are derived 
from a physical model and can take into account color 
spectral information and color spatial structure. Therefore, 
focused on CIs of the Kubelka-Munk theory, in [12] the CIs 
H, Wx, and Wy are introduced as descriptors in a novel BS 
algorithm to segment several video sequences in color 
similar situations. A first approach to combine the CIs with 
different color models is introduced in [13], where 
particularly CI H is used in conjunction with Gray scale to 
build robust descriptors with the aim of reducing post-
processing task. Hence, this paper evaluates the possibility of 
combining the complete set of CIs (H, N, C and W) with 
Gray scale information. Several combinations are referenced 
to demonstrate that the efficiency in extraction of moving 
objects depends on the descriptors selected and combined 
through different logic operators. Overall results are 
presented for both indoor and outdoor experimental 
environments. 

III. COLOR INVARIANT DESCRIPTOR 

This section presents the fundaments of CI and Gray 
color space. Since the color features are often very 
discriminative, many BS approaches use the color as 
descriptor, but in certain environments it has several 
limitations in the presence of camouflage, shadows and 
illumination changes. However, the combination with other 
features allows achieving more robust solutions for the BS 
[2]. 

Any method for describing CI model relies on 
assumptions about the physical variables involved and on 
photometric configuration [14]. Photometric CI are 
characterized as a function of surface reflectance, 
illumination spectrum and the sensing device, which 
consider the spatial configuration of color, and also the color 
spectral energy distribution coding color information [12]. 
Color spaces with properties independent of illumination 
intensity, reflectance property, viewing direction, and object 
surface orientation are defined as the color invariants [8]. 
These properties characterize the image color configuration 
discounting highlights, shadows, noise and shading. As an 
example, the Gaussian color model with spectral and spatial 
parameters is exploited in [12] to define a framework for the 
robust measurement of colored object reflectance. The CIs 
are derived from a physical reflectance model based on the 
Kubelka-Munk theory for colorant layers [14], where, 
illumination and geometrical invariant properties depend of 
the use of reflectance model.  

The invariants are useful for materials as dyed paper and 
textiles, paint films, opaque plastics, dental silicate cements 
and up to enamel. A set of CIs derived from Kubelka-Munk 
theory is listed in TABLE 1. The latter shows how 

computing the CIs named H, N, C, and W, with E, Eλ and 

Eλλ being  

TABLE 1.  SET OF COLOR INVARIANTS 

CI Definition 

H Ελ / Ελλ 

N (Ελχ × Ε − Ελ × Εχ)  / (Ε × Ε) 

C Ελ / Ε 

W Εχ / Ε 

 
the spectral differential quotients based on the scale-space 
theory [15].  

The above defined CIs can be combined incrementally to 
achieve an alternative to invariant features extraction [14].  
The Gray color space model is based on the brightness 
information and uses the measurement of amount of light 
(intensity). It is applied for object tracking often on a blob or 
a specific region [7]. However, taking into account that the 
color furnishes more information on the objects in a scene, it 
would be expected that this model can be used in 
conjunction with other models to achieve more robust 
solutions and higher accuracy than the basic separated 
models. For this reason, the Gray color space is included in 
the study here presented with the additional advantage of 
using a color space that does not require complex color 
transformations. 

IV. BACKGROUND SUBTRACTION ALGORITHM 

The main computational steps required to classify the 

foreground pixels by using CIs can be summarized as 

follows: 1) RGB input frames are processed to obtain the 

CIs; 2) the background model is initialized by collecting, as 

the historical frames, the CIs obtained for the first Nf frames 

and the current background is computed; 3) as soon as the 

(Nf+1)-th frame is acquired, the foreground detection 

initiates and it is executed pixel-by-pixel by comparing the 

CIs of the current pixel the CIs of historical frames; 4) the 

current background model is updated taking into account the 

obtained classification.  

To study the performance of CIs defined in Section III, 

we reference the algorithm schematized in Figure 1, which 

uses only ten historical frames. Some evaluated 

combinations of the features selected include a channel with 

Gray scale information whereas others are compounded only 

by CIs. Each channel is analyzed separately computing the 

percentage variation between the current frame and the 

historical mean. To classify the pixels within the generic 

frame of a video sequence into the background and the 

foreground sets, a thresholding is performed for each 

adopted descriptor. In our study, we refer to H, W, N, C and 

Gray scale components with the threshold values Th=55, 

Tw=90, Tn=90, Tc=90, Tg=60 that have been set 

experimentally to the values for which the number of wrong 

classified pixels is minimized for typical benchmark video 

sequences [17-20]. Several tests have demonstrated that 

higher threshold values reduce the accuracy in detecting 

foreground pixels, whereas smaller values increase the noise  
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Figure 1.  Background Subtraction diagram overview. 

 
sensitivity. As suggested in [3], Nf=10 is initially used to 

model the background with a single Gaussian distribution. 

Several experiments demonstrated that increasing Nf does 

not significantly improve the accuracy but increases the 

memory requirement. Each component of the generic pixel 

of the current frame is compared to the mean value 

computed for the correspondent channel of historical frames. 

When the difference between the current examined channel 

and the historical mean overcomes the relative threshold, the 

current component is classified as belonging to a foreground 

pixel. Otherwise it is recognized as the component of a 

background pixel. Partial results obtained separately from 

the examined channels are then combined through 

appropriate logic operators to obtain the final segmented 

images. Background model is updated introducing a new 

frame at position zero, and discarding the oldest frame of 

position nine, all frames are sorted after each analysis.  

V. EXPERIMENTAL RESULTS 

C++ software routines have been on purpose implemented to 

evaluate twenty three color combinations. Experimental tests 

have been done on different video sequences, related to both 

indoor and outdoor environments and the achieved 

performances are measured in terms of recall (Rec), 

specificity (Sp), precision (Pr), and percentage of correctly 

classified pixels (PCC). Rec measures the accuracy of the 

approach at the pixel level with a low False Negative Rate; 

TABLE 2.  COMPARISON RESULTS 

Combination Rec Sp Pr PCC 

H AND GRAY 11.13 99.77 81.82 93.88 

H OR GRAY 52.65 89.87 27.61 87.50 

Combination Rec Sp Pr PCC 

H AND N 13.58 98.31 33.87 92.68 

H OR N 54.60 82.18 18.08 81.74 

(H OR N) AND GRAY 13.19 99.72 81.13 93.98 

(H OR N) OR GRAY 59.34 82.10 19.27 80.68 

H AND C 19.95 96.17 29.22 91.07 

H OR C 50.09 85.77 26.24 83.40 

(H OR C) AND GRAY 15.08 99.07 79.21 93.44 

(H OR C) OR GRAY 56.93 89.11 27.61 87.13 

H AND W 9.27 98.67 31.63 92.79 

H OR W 59.79 76.14 15.44 76.41 

(H OR W) AND GRAY 13.70 99.72 81.33 94.03 

(H OR W) OR GRAY 64.02 76.06 16.26 75.30 

H OR N OR C 64.08 75.50 15.97 74.77 

(H OR N OR C )  

OR GRAY 
68.49 70.14 14.34 70.05 

(H OR N OR C) 

 AND GRAY 
15.09 99.70 81.60 94.13 

H OR N OR W 65.31 70.20 13.78 69.84 

(H OR N OR W) 

AND GRAY 
14.76 99.70 81.15 94.09 

(H OR N OR W)  OR 

GRAY 
66.92 75.44 16.47 74.93 

H OR N OR C OR W 68.76 69.63 14.19 69.59 

(H OR N OR C OR W)  

AND GRAY 
15.74 99.68 81.33 94.16 

(H OR N OR C OR W)   

OR GRAY 
70.95 69.59 14.54 69.72 
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Sp stimulates combinations with a low False Positive Rate; 
Pr favors combinations with a low False Positive Rate, and 
PCC measures the percentage of correct classifications [17]. 
The overall results are summarized in Table 2. The first 
column shows the logic operation applied to classify 
foreground pixels. As an example, the combination (H OR 
W) AND GRAY detects the generic pixel as foreground only 
if either its component H or its component W belongs to a 
foreground pixel, and also its Gray scale data is associated to 
a foreground pixel.  

The results presented in Table 2 show that, as expected, 
differently combining CIs with Gray scale data very different 
accuracy can be achieved in detecting foreground objects. It 
is worth pointing out that the number of channels used to 
achieve a given accuracy significantly affects the 
computational complexity. In Figure 2. , the average 
accuracy obtained with each combination is directly related 
to the number of channels involved. Based on numeric 
analysis we can see that the combination (H OR N OR C OR 
W) AND GRAY achieves the best accuracy for indoor and 
outdoor experimental environments, and focused on the 
number of channels, the set of H AND GRAY reaches good 
performance on average with the minimum number of color 
channels. Figure 3.  shows some of the segmented images 
obtained with these two combinations. 

The results depicted in Figure 4 show the benefits 

achieved by introducing Gray scale in the set of CI 

combination to reduce the noise and improve the accuracy. 

 

 

 
Figure 2.  Analysis of the adopted combinations. 

Original Frame Groundtruths 
(H OR N OR C OR W) 

AND GRAY 
H AND GRAY 

    
a)  

    
b)  

    
c)  

    
d)  

    
e)  

Figure 3.  Results related to: a) Highway; b) Fountain; c) Pets2006;  

d)Bootstrap;  e)Office.   

 

Original Frame Groundtruths H OR N OR C OR W 
H OR N OR C OR W 

AND GRAY 

    
Figure 4.  Results obtained introducing Gray scale information 

 
All the above results have been obtained through the 

hardware system illustrated in Figure 5. The latter is based 
on the Raspberry Pi equipped with a camera module, able to 
capture RGB and grayscale images, and a Broadcom 
BCM2835 system on chip, consisting of an ARM1176JZF-S 
700 MHz processor, a VideoCore IV GPU, 512 MB of 
RAM, and an SD card for long term storage and booting.  

 

 

Figure 5.  The hardware system used for tests  

 

VI. CONCLUSION 

This paper has empirically compared the suitability of 
sets of CI combinations. Some of them include Gray scale. 
The tests measured the performance of the combinations 
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referring to indoor and outdoor experimental environments, 
demonstrating that the Gray scale insertion mitigates the 
problem of misclassified pixel. H and Gray scale 
combination provides the highest performance with respect 
to other combinations with the benefit of include particularly 
only two channels. Gray color model leads to background 
with less noise. On the contrary, CIs increase the noise due 
to the transformation operations, but, the combination with 
Gray color space allows achieving high effectiveness in the 
BS. These characteristics can be efficiently introduced in the 
algorithms for the image segmentation. 
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