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Abstract—In this paper, we present a novel algorithm for the
detection of pathways connecting two or more specific user
defined binding sites, which are deeply buried in a protein
macromolecule. These pathways can play an important role
in the protein reactivity and overall behavior. However, our
new algorithm can be generalized and used for computation of
pathways inside an arbitrary set of spheres in three-dimensional
space, leading through an ordered set of user-defined sites. Our
approach is based on the localized Voronoi diagram approach and
the Delaunay triangulation. The greatest benefit of our approach
is its independence on the size of the input data set. This is
achieved by using only a subset of all atoms in the macromolecule
in each phase. This substantially reduces the size of the processed
space. The method can also be utilized for determination whether
pathways wide and straight enough exist among determined
binding sites. This information then serves as the guideline for
assessing the migration of products of chemical reaction between
these binding sites.

Keywords–protein; ribosome; tunnel; channel; active site; bind-
ing site; Voronoi diagram; Delaunay triangulation

I. INTRODUCTION

Proteins are organic molecules, which are irreplaceable for
every life form on our planet. They perform specific tasks
and are involved in many vital processes in living organism’s
cells. Analysis of proteins helps to understand their complex
structure and chemical principles. In the quickly evolving
area of protein engineering, where new substances like drugs
and inhibitors are being designed, there are strong needs to
explore possibilities of protein modification via transporting
ligands to the desirable spots (active sites) inside the protein
structure, causing a chemical reaction. However, verification
of each potential reaction by an experiment in a laboratory
is extremely time-consuming. Based on this fact, heuristic
methods helping to exclude impossible cases and to suggest
highly probable variants are utilized for significant decrease of
in vitro experiment time. Methods that have been developed so
far are mostly based on the computational geometry approach.
Most of them are stochastic and present an approximation to
the real situation, but as proven by numerous experiments and
comparisons performed by the biochemists, they still provide
an essential information to the biochemical community.

These methods concentrate on analysis and detection of
specific inner structures inside molecules, such as cavities,
pockets, tunnels, channels, pores, etc. Long-term research of
biochemical properties of proteins revealed that the protein
reactivity strongly depends on the presence of specific voids
(cavities) inside the molecule, called active sites [1]. These

active sites subsequently represent the destination of small
ligand molecule that is transported from the outside solvent via
pathways called tunnels. The ligand can then react with atoms
surrounding the active site and the product of such reaction
can serve as a basis of new medications or other important
chemical compounds. The presence of tunnels on proteins
along with particular examples is thoroughly described in
Chapter 17 [2].

Until now, we have concentrated on the detection of tunnels
from one active site. But, some enzymes contain two or even
more active sites located on separate domains or subunits and
all of them can participate on the final product structure. The
product of the chemical reaction between the ligand and the
protein in the first active site can travel to the second active
site. Here, another reaction can modify this product. The direct
transfer of ligands between active sites prevents the release of
labile substrates into the outer solvent or the entrance of other
intermediates, which can compete with already present ligands.
Moreover, using the intramolecular tunnels, biochemists are
able to regulate a set of consecutive chemical reactions [3].

The first tunnel connecting distinct active sites was dis-
covered for tryptophan synthase from Salmonella typhimurium
[4], which contains two active sites. It is obvious that in this
case we have to detect not only tunnels connecting the active
site with the outside solvent but also intramolecular tunnels
between two and more active sites. This situation demands
introducing a new solution to tunnel computation, which
is the main goal of this article. Intramolecular tunnels are
commonly present in ammonia-transferring enzymes. Many
such enzymes have been already studied in some detail [5],
[6], including the following structures – carbamoyl phosphate
synthetase (PDB ID of wild type (WT) 1BXR), glucosamine
6-phosphate synthase (WT 2J6H), glutamate synthase (WT
1OFD), imidazole glycerol phosphate synthase (WT 1KA9)
or cytidine triphosphate synthetase (WT 1VCM).

This algorithm can also be generalized and utilized for
user-driven tunnel computation, when the biochemists can,
according to their prior knowledge, determine some important
spots inside the protein that should the tunnel follow.

When dealing with molecules consisting of thousands of
atoms, the analysis of their structure at once is possible. How-
ever, for large macromolecular structures containing hundreds
of thousands of atoms, such as ribosomes, the original ap-
proach is inapplicable. But, when dividing the area of interest
into smaller regions and computing the tunnel piecewise, we
can obtain acceptable and relevant results.
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II. RELATED WORK

In this section, we concentrate on existing approaches to
the computation of various structures (some of them were men-
tioned in the first chapter). The first group of algorithms aims
to calculate the molecular surface. This apparently unrelated
structure has two practical exploitations for our purpose. First
of all, it can contain so called pockets. The difference between
a pocket and a tunnel is that the binding site of a pocket is
directly accessible from the surface, whereas the binding site
of a tunnel is deeply buried inside the protein. The basic idea of
the algorithm is rolling the probe of user-specified radius over
the protein. The probe touches the protein boundary atoms and
from all probe positions the resulting molecular surface can
be constructed. This idea describes the Alpha shape theory
[7] and the Reduced surfaces theory [8]. As mentioned above,
a suitable probe size is able to reveal pockets on the protein
surface. However, this approach is not applicable to the binding
sites, which are deeply buried in the protein structures. Such
binding sites cannot be accessed by the rolling probe. Some
extended approaches [9] or other techniques that compute other
pathways for accessing the deeply buried binding sites, e.g.,
tunnels or channels have to be involved.

In general, detection of tunnels in proteins can be con-
sidered as a specialized path detection algorithm. The envi-
ronment is formed by a set of obstacles (atoms), which are
scattered in the 3D space and may overlap. For this problem,
many approaches of path planning have been introduced so far.
When selecting an appropriate solution, we have to take into
account its extendability by involving time changes into the
input set. It corresponds to molecular dynamics, when the inner
forces and outer environment causes permanent movement of
atoms. Our solution of the static case, which is described in
this article, was designed with respect to this knowledge.

Most of the existing path planning algorithms are mainly
designed for environments, where the obstacles are static.
Examples of such approaches can be the Minkowski sum [10],
visibility graphs [11], or cell decomposition [12]. In 3D space,
the complexity increases significantly; but, several useful al-
gorithms have been also introduced. Again, solutions for static
environments are more common, such as the spatial indexing
[13] or the velocity obstacles method [14]. Algorithms for
3D dynamic environment, which would satisfy our problem
with molecular dynamics, are quite rare. General methods,
such as [15], can be mentioned as an example. However,
these solutions contain some input constraints or were not
designed for large datasets. Also in the field of protein analysis,
there is an input set of initial requirements, which have to be
fulfilled by the algorithms. Two sophisticated techniques for
the detection of tunnels in dynamics were designed [16][17].

The first algorithm designed primarily for the detection of
tunnels in static environment was based on the grid method
[18]. The key idea is enclosing the whole protein into a
bounding box, which is then regularly sampled into a set of
cubes (grid). Thanks to the dependence on the grid resolution,
the results of this algorithm may vary substantially. Also
its time complexity (O(n3) with respect to the number of
samples) is inapplicable to larger molecular systems. So, this
method was successively replaced by Voronoi diagram-based
approach [19][20].

Nowadays, the leading approaches in tunnel and channel
detection are based on construction of the Voronoi diagram
(VD) and its dual structure, the Delaunay triangulation (DT).
The construction of DT is independent on any initial settings –
the complexity of the QuickHull algorithm for DT computation
is expected to be O(n · log(n) [21]. According to the duality
principle, the VD is obtained from the DT in O(n)). Thanks
to this time complexity, it is applicable to molecular dynamics
in reasonable computational time.

The basic idea is as follows. For the whole protein struc-
ture, the DT for all centers of atoms is computed (for example
using 4D Quick-Hull algorithm [21]). Afterwards, it is con-
verted to its dual VD. However, atoms in the protein may be of
different radii. In most cases, this fact is not taken into account
[20], [22] and the resulting tunnels are still biochemically
relevant. Of course, involving atom radii to the computation
increases the preciseness. Few recent approaches take into
account the different radii of atoms – by introducing some
approximation [23] or implementing the additively weighted
Voronoi diagram (AWVD) (see [24]). AWVD splits the space
more naturally, thus the results are more accurate. But, it also
leads to higher time and memory complexity.

After the VD or AWVD is constructed, it is converted into
a graph. In this graph, each Voronoi vertex is represented by
a node and connections of Voronoi vertices form edges. Every
edge is then evaluated by a number representing the radius of
maximal sphere with the center located on this edge and non-
colliding with any atom of the protein (Figure 1). In the last
phase, a search algorithm (such as Dijkstra or A*) is initiated.
As a result, a set of collision-free paths is obtained. Note that
the additional search criteria resulting in the detection of the
shortest or the best-evaluated path can be applied (in our case
the widest tunnels).

Figure 1: Description of the empty space inside the protein
expressed by spheres. Spheres with maximized radius not

intersecting any of atoms are centered on the edges of
Voronoi diagram.

The main advantage of this VD-based method lies mainly
in its precision. But still, the running time and memory
consumption increase rapidly when being applied on large
structures, such as ribosomes. In these cases, our newly de-
signed approach is able to divide the structure into smaller
parts which are then processed individually.

To our best knowledge, the above described methods were
by now applied to the computation of tunnels leading from a
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binding site to the outer solvent. However, our solution aims to
detect intramolecular tunnels connecting several deeply buried
binding sites.

III. ALGORITHM

Our new method presented in this paper focuses, generally,
on the detection of pathways of guaranteed minimal width con-
necting sites of interest inside a set of points. To demonstrate
the applicability of this general approach, we customized it
for the detection of tunnels among more active sites in large
macromolecular structures, e.g., ribosomes.

The input set consists of points in 3D space (representing
the centers of atoms). Users have to define points of interest
– starting and ending points of each tunnel local segment
(e.g., chemically relevant binding sites inside the ribosome).
Previously described algorithms were designed for searching
for arbitrary paths from the active site to the molecular surface.
Users had no control over the trace of the computing tunnels.
They could only choose the most suitable and relevant tunnels
from the computed set. Using this new approach, users can
control the trace of the tunnel by determining the desired spots,
through which the tunnel should traverse.

d >ist(A,B) distmax

<distmax

S1

S2

A

B

C0

Figure 2: A plan for start-to-end connection, pivot segments
S1, S2

By default, the criteria of our algorithm are set for search-
ing ”straight” tunnels (more straight tunnels are often also
more biochemically relevant). However, this requirement can
be easily customized by users and easily adapted to compute
the widest tunnels or tunnels fulfilling other properties or their
combination.

Figure 3: Preprocessing phase: construction of the set of
pivot segments

In the preprocessing phase (Figure 3), the algorithm eval-
uates the assignment and prepares a set of individual tasks for

searching paths along shorter segments. Afterwards, this set
is iteratively processed in four phases and pathways along the
determined pivot segments are computed. Finally, individual
paths are connected to form the resulting pathway – tunnel.

As the input, the algorithm requires a set of points in 3D
P , starting A and ending B points. All those points have
to be located inside the convex hull of the input set P . To
overcome memory limitations and to avoid the calculation
of large Voronoi diagram, large pivot segments are split into
shorter segments. The distance dist(A,B) between points A
and B is compared to the user defined value distmax. If
dist(A,B) is larger, it is split to the set of shorter pivot
segments Si, i = 1, ...,m of equal lengths, see Figure 2. Each
pivot segment Si is represented by its starting point A(Si) and
ending point B(Si), i.e., for the case when |Cj | = 0 there is
only one pivot segment S1 = [A,B], when |Cj | = 1 there
are two segments S1 = [A,C0] and S2 = [C0, B] and so
on. The algorithm finds a path connecting A,C0, ..., Cn, B.
Because the connection between every two subsequent points
is computed similarly, in the following paragraphs we concen-
trate only on the computation of the path between A and B
(|Cj | = 0).

Phase 1: Selection of relevant points

Figure 4: Phase 1: Selection of relevant points

The iteration process of the algorithm starts with selecting
of relevant atoms (Figure 4). During the computation of a
partial path along pivot segment Si, only the set of relevant
atoms Pi is taken into account. Relevant atoms are those
having the distance to the segment Si lower than r or the
distance from A(Si) or B(Si) lower than 2r, where r > 0 is
a user-defined distance (Figure 5). Such a construction assures
that the starting or ending points of each segment are always
enclosed inside the set Pi. At the same time, according to the
current value of parameter r, the massive reduction of input
data is achieved. On the other hand, the lower the ratio r, the
narrower the resulting pathway could be or it may not even be
detected.

Phase 2: Computation and refinement of the Delaunay trian-
gulation

From the set Pi using the Quick Hull algorithm [21],
the Delaunay triangulation T (Pi) is computed (Figure 6). In
the three dimensional space, the triangulation is formed by
tetrahedra. Since we compute the triangulation only for a
limited set of atoms Pi, there may be differences between the
triangulation computed for this subset and the triangulation
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Figure 5: Selection of relevant points Pi.

T computed for the whole protein. The differences occur
mainly on the boundaries, where narrow tetrahedra forming
the hull appear. These narrow tetrahedra would misrepresent
the resulting tunnel. Therefore, the triangulation T (Pi) must
be refined to include only tetrahedra that are also contained in
T (P ). All boundary tetrahedra from T (Pi) must be checked
whether they satisfy the Delaunay condition in the context
of the whole protein. I.e., for a tangent sphere constructed
for every triple from Pi no other point from P is allowed
to lie inside such a sphere (Figure 7). If a point lies inside
the tangent sphere, the old tetrahedron has to be replaced by
two newly constructed tetrahedra. The refinement is processed
incrementally and to prevent the worst case – traversing all
points from P – we stop it when there is no unchecked atom
within the distance lower than 3r from the segment Si. The
rest of tetrahedra that do not fulfill the Delaunay condition are
simply removed from the triangulation.

Figure 6: Local triangulation of T (Pi).

Phase 3: Conversion to graph and evaluation

When the triangulation T (Pi) is computed, it is converted
into a graph G(Pi) in the same way as described in [20].
The duality between the Delaunay triangulation (DT) and the
Voronoi diagram (VD) is employed, i.e., every tetrahedron
represents a Voronoi vertex and every shared face of two
tetrahedra represents a Voronoi edge. The graph G(Pi) is then

constructed in the following steps. Every node N in graph
G(Pi) represents a Voronoi vertex from triangulation T (Pi)
and stores a reference to its dual tetrahedron tetra(N). For
each two nodes whose referenced tetrahedra share a face, a
new edge ek is added into the graph G(Pi). In the last step,
the weight w(ek) of every edge ek is computed as

w(ek) =
length(ek)

dist(ek)3
(1)

where length(ek) is the geometrical length of the edge ek and
dist(ek) is the distance from ek to the surface of the nearest
atom from Pi. The power of 3 was determined experimentally
and it means that shorter and wider edges in graph are preferred
to longer and narrower ones.

Figure 7: Local triangulation of Pi refinement – every
tetrahedron has to satisfy the Delaunay condition.

Phase 4: Traversing the graph

Before the start of the searching algorithm, the starting
nodes A(N) and ending nodes B(N) from G(Pi) have to be
determined. Firstly the nodes A(N) or B(N) whose referenced
tetrahedra are enclosing the starting point A(Si) or B(Si) are
selected. However, the weight w(e) of all edges originating
from the node A(N) or B(N) may be low, i.e., causing
the starting or ending site inaccessible for the probe of a
selected size. To prevent these cases, in places where the path
is completely blocked at the starting or ending node, nodes
A(N) and B(N) are selected (optimized) in the following
way. Let Y be a set of nodes whose referenced tetrahedra
tetra(N) are accessible (tetra(N) and tetra(A(N)) share
a face) from tetra(A(N)) at most in 3 hops. From the set
Y a node, from which the edge ek with the greatest w(ek)
originates, is selected as A(N). The ending node B(N) is
determined similarly.

The optimization is not performed, when A(Si) ∈
{C0, ..., Cn} or B(Si) ∈ {C0, ..., Cn}. In other words, A(Si)
or B(Si) can be optimized only if it was created when splitting
the long pivot segments by createSegments method and not
set by the user. This ensures that if the path is found it always
leads through the user specified points of interest. However,
this restriction may be loosen to allow more flexible path
searching.
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Figure 8: Resulting pathway in segment S1.

After the nodes A(N) and B(N) are known, the A* search
algorithm [25] is launched. As the result, the best weighted
path path(Si) of segment Si is obtained (Figure 8).

Construction of the resulting path

After all the segments Si are processed, a set of paths
is obtained. As the last step, all paths path(Si) have to be
concatenated in order to form one continuous path connecting
A with B. Since the ending point B(Si) of Si is equal to
the starting point A(Si+1) of Si+1, the connection process
is straightforward. The pseudocode (Figure 9) presents the
overview of the whole algorithm.

Figure 9: Tunnel connecting two points of interest

IV. RESULTS AND DISCUSSION

In the testing and verification phase, this algorithm was
launched on protein structures of various sizes and inner
arrangement. We will mention only several examples: epoxide
hydrolase with PDB ID 1CQZ, acetylcholinesterase complexed
with huperzine A (PDB ID 1VOT), haloalkane dehalogenase
(PDB ID 2HAD), GroEL-GroES-(ADP)7 chaperonin complex
(PDB ID 1AON) and ribosome indexed as 70S RF2. The
binding sites for the input were taken from the CSA database
[1] or, when not present, selected by biochemists according to
their prior knowledge or by analyzing inner cavities (coming

out from the fact that each binding site is enclosed in an inner
cavity).

In each case, the algorithm was able to compute a suitable
pathway between selected binding sites. Computation of path-
ways connecting three active sites of 1CQZ (selected from the
CSA database) can be seen in Figure 10 (left). Figure 10 (right)
shows the capability of our solution to detect intramolecular
tunnels in large ribosomal structure 70S RF2. This particular
case presents four manually selected points as an input.

The algorithm was implemented in Java as a single-thread
process. On a common 2.5GHz computer with 32-bit operating
system the running time for 1CQZ (8218 atoms) was approx-
imately 8 seconds whereas for 70S RF2 (149412 atoms) was
45 seconds. This measurement was done with experimental
settings of parameters (distmax = 50Å, r = 8Å).

In the worst case, finding a path among two points on
opposite sides of the structure and with the specific shape of
the structure, the algorithm has to process all atoms in one
step. But, for the computation of paths in Figure 10 (left) only
approx. 32% and for 70S RF2 only approx. 18% of all atoms
were taken into account. The algorithm starts with the selection
of relevant atoms for the current segment which is done in
O(n). Then, the Delaunay triangulation using the QuickHull
algorithm is obtained in worst in O(n2) (O(n·log(n) expected
[21]). Converting DT to a graph and evaluation of all edges is
done in O(n). The last step is the A* search algorithm which
finds the path in worst in O(n2) (better complexity expected
since it is heavily dependent on the heuristic function used).

V. CONCLUSION

In this paper, we presented a novel algorithm, which is able
to determine non-colliding pathways among a set of spheres
randomly scattered in the 3D space. This algorithm can be
applied for solving a general path planning problem and it
is based on the computational geometry. To demonstrate its
application, we adopted this solution to detect intramolecular
tunnels in protein macromolecules. The curvature of the de-
tected tunnels and the preciseness of the algorithm is dependent
on initial settings. By changing the input parameters bio-
chemists are able to reach the desired pathways. Our solution
is equipped with simple and user friendly interface where users
can change the input parameters and thus influence the size,
shape and curvature of resulting tunnel. The algorithm is not
limited to the size of the input data set because only a subset
of necessary atoms is required in every phase of computation.
Paths computed by our algorithm can also reveal potentially
interesting places of protein structures that lie on the path
between two or more active sites.

VI. FUTURE WORK

Our future research in this area will concentrate on an
extension of this algorithm to process molecular dynamics,
computation of multiple tunnels between more binding sites
and more automatized settings of initial parameters. Moreover,
our aim is also to decrease the computational time of the algo-
rithm. This can be reached by parallelization of the algorithm.
In fact, because all path segments are identified once before
the main computation starts, we can process each segment in
different processing unit independently.

97Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-335-3

BIOTECHNO 2014 : The Sixth International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies



Figure 10: Left - path among 3 known binding sites in the 1CQZ (8218 atoms) protein structure. Right - path among 4 custom
sites in 70S RF2 structure (149412 atoms).
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