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Abstract—Many different clustering algorithms have been
developed to detect structure in data sets in an unsuper-
vised way. As user intervention for these methods should
be kept to a minimum, robustness with respect to user-
defined initial conditions is of crucial importance. In a
previous study, we have shown how the robustness of a
hard clustering algorithm can be increased by the removal
of what we called unstable data elements. Although ro-
bustness is a main characteristic of any clustering tool, the
most important feature is still the quality of the produced
clusterings. This paper experimentally investigates how
the removal of unstable data elements from a data set
affects the quality of produced clusterings, as measured
by the mutual information index, using three biological
gene expression data sets.

Keywords-hard clustering; cluster quality; unstable ele-
ments; mutual information context; microarray data.

I. INTRODUCTION

A. Introduction to cluster analysis

Clustering is an important approach for the analysis of
large-sized data sets. Clustering partitions data sets into groups
or clusters, such that data elements within the same group
share a higher similarity than data elements that are member
of different groups. Similarity is typically expressed in terms
of a user-defined distance measure.

For large data sets, cluster analysis is often a necessary
preprocessing step, since it organizes the data in manageable
subsets. The field of bioinformatics widely uses clustering
approaches for the analysis of often huge biological data sets
with millions of data elements which today can be easily,
cheaply and accurately measured with advanced functional
genomics technologies (e.g., inferring the expression levels of
all genes of an organism on a microarray [1]). However, these
so-called high throughput technologies confront the biologist
with the daunting challenge of analyzing massive data sets.
Yet, for researchers in cluster analysis these data sets offer
an interesting alternative to the low dimensional toy data
sets that all too often are used to perform cluster analysis
experiments on and to validate a certain hypothesized behavior
of a clustering algorithm. Here, we focus on gene expression

data sets, for which cluster analysis is more often than not a
necessity before other specific biological analysis tools can be
applied [2].

Since cluster analysis is an unsupervised method, the values
for the parameters are typically chosen by simple rules of
thumb. Examples of clustering algorithm parameters include
the initial cluster centers, in case of k-means [3]; the max-
imal number of maintained edges, in case of the Memory
Constrained-Unweighted Pair Group Method with Arithmetic
Mean (MC-UPGMA) clustering algorithm [4]; the fuzzifier,
in case of fuzzy c-means [5], etc. Since it is hard to accept
that the intrinsic structure of a data set depends on some
hit or miss values for these parameters chosen by a user,
robustness with respect to these values is of crucial importance.
In previous work [6], we introduced the concept of ’unstable
data element’ and showed that removing such data elements
from data increases the robustness in terms of the measure
called instability, introduced in the same paper. This previous
work is shortly discussed in Section I-B, for convenience.
A question we did not consider is how the quality of the
result of a clustering algorithm is influenced by the removal
of unstable data elements. The theorems we have proven only
show that robustness is increased when the most unstable data
elements are removed, but they do not exclude the possibility
that as a side-effect the quality of the produced clusterings is
adversely affected. In informal words, removing unstable data
elements implies that a data set can be better clustered by a
clustering algorithm, but it is possible that the better separable
clusters are worse in terms of cluster validation measures. In
this paper, we compare the quality of clusterings, produced
by k-means, before and after the removal of unstable data
elements, using three relatively large biological data sets that
describe the activity of genes from an organism. The quality is
measured using the mutual information index, a theoretically
well-founded measure that is often used as cluster validation
measure if external labels are available [7], [8], [9], [10].

The paper is organized as follows. Section I-B outlines our
previous work. In Section II, we describe the three biological
data sets that are used to investigate the research question
mentioned above. Section II-C explains how the mutual infor-
mation index can be used as cluster validation measure if gene
annotations are available. In Section II-D, we recall from our
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previous work what we mean by the most robust clustering
from a given sample of clusterings. Section III contains the
experiments where we compare the quality of the most robust
clustering of the data set after removal of unstable genes to
clusterings of the data set before the removal of such genes.

B. Previous work

1) Introductory notions: The concepts and methods dis-
cussed in our previous work [6] apply to hard clustering
algorithms. Such algorithms produce hard clusterings, meaning
that every element is member of exactly one cluster, to full
degree. K-means is the best known example of such an
algorithm.

Given a data set D = {g1, . . . , gn}, any hard clustering
can be represented as a matrix C with elements C(j, k), j =
1...n, k = 1...n:

C(j, k) = 1 if gj and gk are placed in different clusters
= 0 if gj and gk are placed in the same cluster

We defined the expected clustering E[C] as the matrix
that contains as elements E[C](j, k) = E[C(j, k)], where
the expected value is taken over all hard clusterings of the
data produced by a given hard clustering algorithm and where
randomness arises from the random selection of initial con-
ditions. This matrix can be considered as independent of any
specific choice of initial conditions, and thus maximally robust,
since it is the uniquely defined probability-weighted sum
over all possible clusterings generated by the given clustering
algorithm. It is clear that the expected clustering is only a
theoretical concept, i.e., it cannot be determined in practice.
In practice, a sample of clusterings {C1, . . . , CN} is generated
and the expected clustering is approximated by the average
clustering C̄ with elements C̄(j, k) = 1

N

∑N
i=1 Ci(j, k).

2) Instability: We introduced the instability of a data
element gk:

µ(gk) =
1

n− 1

(k−1∑
j=1

σ(C̄(j, k)) +

n∑
j=k+1

σ(C̄(k, j))
)

(1)

with

σ(a) = 1− a 0.5 ≤ a ≤ 1

= a 0 ≤ a < 0.5

for a ∈ [0, 1].
We define the instability of a given clustering algorithm for a
data set, as

µ =
2

n(n− 1)

n−1∑
j=1

∑
j<k≤n

σ(E[C](j, k)) (2)

In practice, the instability is approximated using the av-
erage clustering C̄ corresponding to a sample of clusterings
generated by the given clustering algorithm, for a data set, as
follows:

µ̂ =
2

n(n− 1)

n−1∑
j=1

∑
j<k≤n

σ(C̄(j, k)) (3)

For convenience, we will write µ instead of µ̂. The intuition
behind the instability of a given clustering algorithm, for a
given data set, is that it represents a measure for the difference
between clusterings generated with different initial conditions.
As such, it is an inverse measure for robustness. The concept
of instability is more extensively described in [6].
It was proven that the instability of a clustering algorithm
equals the average instability of the data elements:

Theorem 1.

1

n

n∑
k=1

µ(gk) = µ

3) Cluster stability variance: We extended the variance
of a random variable taking values on R to the variance of
a hard clustering algorithm C, for a given data set: σ2(C) =
E[d(C,E[C])2] where d(C,E[C]) denotes the ’distance’ from
C to E[C] which we defined as:

d(C,E[C]) =
2

n(n− 1)

n−1∑
j=1

∑
j<k≤n

|C(j, k)− E[C](j, k)|(4)

Randomness arises from the random choice of initial
conditions. In practice, the variance is approximated by what
we called the cluster stability variance (CSV) using a sample
of clusterings {C1, . . . , CN}:

CSV =
1

N − 1

N∑
i=1

d(Ci, C̄)2 (5)

The CSV is at least zero, and it is only zero when the
produced clusterings are independent of the choice of initial
conditions. The larger the CSV, the more dependent on initial
conditions the produced clusterings are, for a given data set. In
other words, the CSV is also an inverse measure for robustness.

4) Relationship between instability and cluster stability
variance: We proved the following relationship between in-
stability and CSV, given a sample of N clusterings:

Theorem 2.

CSV ≤ N

N − 1
µ

5) Reducing the instability: We showed that the instability
is reduced by removing the most unstable data element from
the data set:

Theorem 3.

µ(gl) = max{µ(gk)|1 ≤ k ≤ n} ⇒ ∆µl ≤ 0

where ∆µl represents the change in instability after remov-
ing gl.
In other words, the instability of a clustering algorithm on
any data can be increased by removing the most unstable data
element. Due to Theorem 2 the CSV is also possibly reduced
as a side effect. This process of removing the most unstable
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data element can be repeated until the CSV attains a minimum
or has stabilized.

6) Novelty of the described method: Our work has intro-
duced two concepts, namely the instability of a data element
and the cluster stability variance. The instability of a data
element refers, loosely speaking, to the uncertainty about
the cluster to which this element should be assigned. Stated
another way, a data element has a high instability if the
considered clustering algorithm is not able to reliably assign
it to a cluster. From the instability of a data element, we have
defined the instability of a given hard clustering algorithm.
The cluster stability variance can be interpreted as an inverse
measure for the robustness of a clustering algorithm, for a
given data set.

We have introduced theorems that show how the instability
of a given hard clustering algorithm can be reduced, i.e., by
removing appropriate unstable data elements.

II. METHODS

A. Data sets

Three biological data sets with measurements of the level
of expression of genes are used for our experimental study.
Briefly, genes are segments of the genome of an organism,
encoding the functional components (most often proteins) of
that organism. The first step in the decoding of this information
is the production of messenger ribonucleic acid (mRNA)
molecules from these genes, the quantity of which provides
information about the activity of said genes. Measuring the
quantity of all mRNAs of all genes is a common approach in
modern biology, and the ensuing data is called ’gene expres-
sion data set’. In our assessment of clustering performance
we chose gene expression data sets that contain a series
of measurements (essentially constituting a data vector for
genes) covering a certain time range (time series experiment),
usually spanning several hours after a particular stimulus, with
measuring points some minutes or hours apart. Experiments of
this type usually include a control group not undergoing the
stimulus, allowing to express the observed expression as a ratio
relative to a control. We preprocessed these data to get unique
genes with significant expression values.

1) Rat data set: The first data set represents the gene
expression response to a stimulus by the stomach hormone gas-
trin, a data set produced by Selvik et. al. [11], and available at
the Gene Expression Omnibus (GEO) database [12] (accession
ID GSE32869). This data set concerns a time series experiment
on a cell line obtained from rats. Following treatment with
gastrin, cells were sampled at 11 intervals during a 14 hour
period to record how expression responses evolve over time.
The experiment was done twice to obtain more robust data
(average of replicates). The time series data was analyzed using
an extended dimension reduction framework for significance
analysis of gene expression data as described [13]. The ex-
tended framework uses partial least squares regression (PLS)
in combination with a priori defined time curves based on
hypothesized network motifs (unpublished data). This resulted
in 2292 genes that were differential expressed in response to
gastrin, while also displaying a relatively smooth profile. This
data set is further referred to as the Rat data set.

2) Human data set: The second dataset is a time series
gene expression analysis based on human breast cancer cells
stimulated by the growth hormone epidermal growth factor
[14]. These data were obtained from the GEO database (ac-
cession ID GSE13009). Although the data covers a 72 hour
period, we considered the first 14 time points covering 24
hours. The data was preprocessed to select genes that were
significantly affected by the hormone stimulus. This involved
normalization by the Robust Multi-array Average (RMA)
method [15] and filtering for high variation using the Genefilter
package [16]. This resulted in 2194 genes representing the
most significant variation in the data set. We refer to this data
set as the Human data set.

3) Yeast data set: The third data set was produced for
identification of genes showing activity changes during the
process of cell division in the yeast Schizosaccharomyces
pombe [17]. This data set is freely available [18]. We chose
a subset of these data that had the lowest number of missing
values, named ’elutriation 3’. We could link 374 of the 407 cell
cycle related genes in this set through their systematic IDs but
filtered out an additional 118 genes because they had a high
incidence of missing values in their data vectors. The result is a
data set containing expression profiles for 256 genes covering
20 time points. This data set is referred to as the Yeast data
set.

B. Clustering algorithm

Throughout this paper k-means is used as clustering al-
gorithm. The reason is that the application of our method is
restricted to hard clusterings, as described in Section I-B1. In
a hard clustering it holds that any two different elements either
belong to the same cluster or belong to different clusters. K-
means is the natural choice to produce such clusterings. Since
our method does not refer to the hard clustering algorithm
that produces the hard clusterings, it can equally well be
applied to hard clusterings generated by other algorithms (e.g.,
for example, hard clustering algorithms based on multiple
dissimilarity matrices [19]). We leave the application to hard
clusterings produced by other algorithms than k-means to
future research.

C. Mutual information index as cluster validation measure

1) Attribute matrix: The mutual information index is often
used to validate clusterings, provided that external labels for
qualifying the cluster elements are available. For gene expres-
sion data sets, we can rely on publicly available databases
containing gene ontology (GO) annotations to be used as the
external labels [20]. Gene ontology annotations are standard-
ized terms that biological experts use to functionally describe
various qualities of a gene such as their molecular function,
biological process and cellular location that can be attributed
to them. These qualifications represent attributes that can be
collected for many genes through the BiomaRt package [21]
of the Bioconductor analysis software [22]. Associations of the
genes with these unique attributes are then represented by an
attribute matrix T [23] such that if gene i is annotated with
attribute j, we define T (i, j) = 1, otherwise T (i, j) = 0. We
built attribute matrices for each data set.
Subsequently, the filtering method described in [24] was
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applied. More concretely, the following type of genes and
attributes were removed from the data:

• Unannotated genes, since they were not associated
with any attribute (GO term).

• Attributes (GO terms) associated with fewer than 10
genes as these were considered to be not informative
enough.

This procedure reduced the Rat data set to 1776 genes with a
total of 257 different attributes, the Human data set to 1818
genes with 517 attributes and the Yeast data set to 253 genes
with 30 attributes.

2) Calculation of mutual information index for clusterings
of gene expression data sets: Given the attribute matrix,
the mutual information index for a clustering C, containing
clusters C1, . . . , Cm, is calculated in several steps.
First, we calculate the entropy H(C):

H(C) = −
m∑
i=1

p(Ci) log p(Ci) (6)

where p(Ci) denotes the probability of a gene belonging to
Ci, which we approximate by the number of genes belonging
to cluster Ci divided by the total number of clustered genes.
Secondly, the entropy of all attributes Aj is calculated. This
is defined similarly as H(Aj) = −p(Aj) log p(Aj), where
p(Aj) is now estimated as the number of genes gi for which
T (i, j) = 1 divided by the total number of clustered genes.
Thirdly, we calculate the joint entropy H(C,Aj) between
the clustering C and each of the attributes Aj , defined
as H(C,Aj) = −

∑m
i=1 p(Ci, Aj) log p(Ci, Aj), where

p(Ci, Aj) is the probability that a gene has attribute Aj and
belongs to cluster Ci, estimated as the fraction of genes
belonging to Ci and at the same time having attribute Aj ,
i.e., such that

∑
i

∑
j p(Ci, Aj) = 1.

Fourthly, the mutual information between C and each of the
attributes Aj is defined as

I(C,Aj) = H(C) +H(Aj)−H(C,Aj) (7)

Finally, the mutual information index is calculated as∑
j I(C,Aj).

The intuition behind the mutual information index is that it
measures the degree to which the clustering of the genes is
consistent with the information known about these genes as
represented by the attribute matrix.

D. Most robust clustering from a sample of clusterings

In Section I-B1, and especially in our previous work [6],
it was argued that the expected clustering can be considered
as maximally robust. However, the expected clustering is only
a theoretical concept and cannot be determined in practice.
The average clustering is an approximation for the expected
clustering, and thus can be considered as very robust, provided
that the corresponding sample of clusterings is large enough.
The problem is that the average clustering C̄ is not a hard clus-
tering, because it typically contains elements C̄(j, k) different
from 0 and 1. This implies that the mutual information index
cannot be calculated for C̄, since this requires to calculate

H(C̄), which in turn requires to determine the number of
genes belonging to each cluster. However, this number can
only be determined for a hard clustering. A good candidate
robust clustering is the clustering from the given sample of
clusterings that is closest to the average clustering, in terms
of the distance measure (4). That is, we define as most robust
clustering, given a sample {C1, . . . , CN}, the clustering C for
which it holds that

C = arg min
1≤i≤N

{d(Ci, C̄)} (8)

Evidently, this clustering is hard and it is legitimate to consider
it as the most robust one among all clusterings belonging to
the given sample.

III. DISCUSSION

A. Experimental setup

1) Determination of the parameters: K-means was used
with each data set to produce 500 clusterings with randomly
chosen initial centers. From these samples of clusterings, the
average clustering could be calculated, and this in turn allowed
to calculate the instability of each gene, the instability of
the clustering algorithm and the CSV (see Section I-B). The
similarity measure was chosen as the correlation distance,
since it has been argued that this measure is well suited to
measure the coexpression between genes [25]. The number of
clusters produced with k-means for the different Rat, Human
and Yeast data sets was set to 9, 6 and 11, respectively.
Determining the optimal number of clusters for a biological
data set is not an exact science; many cluster analysis experts
even argue that there does not exist something as ’the’ optimal
number of clusters. Rather, determining the optimal number
of clusters is the subject of a continuing debate, and different
optimization methods typically declare different numbers as
being the optimal number of clusters. Therefore, we used a
heuristic approach consisting of a visual inspection of the
types of genes that are distributed over different clusters,
while imposing a range of cluster numbers on k-means. This
allowed us to set the above numbers based on the approximate
distribution of genes over different clusters vis a vis the types
forced together within single clusters, essentially checking the
biological plausibility of separating genes or lumping them
together. It is important to note, however, that this paper is not
about defining the optimum numbers of clusters, but rather
about the quality of clusterings before and after removal of
unstable elements. The above mentioned numbers of clusters
were kept fixed for all 500 clusterings of the different data
sets.

2) Research topic: comparison of the quality of clusterings
of the original data set with the quality of the most robust
clustering of the reduced data set: As outlined above, our goal
is to compare the quality of clusterings, as measured by the
mutual information index, before and after the removal of un-
stable genes. This is done as follows. First, 500 clusterings are
generated using k-means and their mutual information index
is calculated as described in Section II-C2. Secondly, unstable
genes are detected and removed from the data set until the
CSV appears to reach a minimum or has stabilized (see Section
I-B5). Thirdly, k-means is now applied on the reduced data set
to produce again 500 clusterings and the mutual information
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index is calculated for the most robust clustering (see Section
II-D). The obtained 501 mutual information indices are plotted
in a histogram, and the research question considered is how the
mutual information index of the most robust clustering (of the
reduced data set) compares to the mutual information indices
of the clusterings of the original data set. This procedure is
repeated for each of the three data sets.

B. Experimental results

For each data set we plot the mutual information indices as
outlined above, and the CSV and instability after elimination
of the most unstable gene (repeating this procedure until the
CSV appears to have reached a minimum or has stabilized).

Figure 1: Left column (a,c,e): CSV (black) and instability (grey), the x-axis denotes the number of removed genes; Right Column
(b,d,f): Mutual information indices for clusterings of original data set (grey) and of reduced data set (black), Y-axis denotes the
number of clusterings, de x-axis denotes the MI; (a,b) Rat data set; (c,d) Human data set; (e,f) Yeast data set.

67Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-335-3

BIOTECHNO 2014 : The Sixth International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies



It will be noticed that the CSV is smaller than the insta-
bility, in accordance with Theorem 2. Theorem 3 states that
the instability decreases after the removal of an unstable gene,
although in the figures below one will see that although the
general trend of the instability is decreasing, the instability
sometimes increases after the current most unstable gene has
been deleted. The explanation for this phenomenon is simply
that practical restrictions in terms of time and memory force us
to work with samples of clusterings rather than with the set of
all possible clusterings as implicitly assumed by the theorems
above.

1) Rat data set: The CSV, the instability and the mutual
information indices for the Rat data set are shown in Fig
1a and Fig 1b. The number of genes that we removed was
chosen rather heuristically, since we have to find a compromise
between the desire to make the clustering algorithm as robust
as possible (i.e., removing all unstable genes) and to limit the
number of removed genes, since we want to end up with a
clustering that contains a significant number of the genes from
the original data set. We decided to remove 174 genes, since
the sharpest decrease in the CSV appears up to this number
of genes. This amounts to removing about 10% of all genes.
Fig 1b shows the mutual information indices. The quality of
the most robust clustering of the reduced data set (i.e., after
removing the 174 genes) is significantly higher than the quality
of any clustering of the original data set.

2) Human data set: The results for the Human data set
are shown in Fig 1c and Fig 1d. We chose to remove 270
genes, since the CSV appears to stabilize after that number.
This amounts to about 15% of all genes. The difference in
quality between the most robust clustering of the reduced data
set and the qualities of the clusterings of the original data set
is striking.

3) Yeast data set: Fig 1e and Fig 1f display the results
for the Yeast data set. Thirty-one unstable genes are removed,
since the sharpest decrease in the CSV appears up to this
number. In relative terms, about 12% of all genes are taken
out of the given data set. The mutual information index of the
most robust clustering of the reduced data set is higher than
that of any of the clusterings of the original data set.

IV.CONCLUSION AND FUTURE WORK

In previous work, we introduced the concepts ’instability’
and ’cluster stability’ variance as inverse measures of the
robustness of a hard clustering algorithm, with respect to initial
conditions. We showed how removing unstable data elements
from a data set increases the robustness of the clustering
algorithm. A question we did not consider is how the removal
of such unstable data elements affects the quality of the
produced clusterings. Although the reduced data set can be
better clustered by a clustering algorithm in the sense that
this clustering algorithm is able to recognize a more definite
structure in the data set, irrespective of the initial conditions, it
is possible that the produced clusterings are of a lower quality,
meaning that the recognized structure is further away from the
real structure. In this paper, the quality of clusterings of the
original data set is compared to the quality of the most robust
clustering of the reduced data set, i.e., after removing unstable
genes, performed on three authentic biological gene expression

data sets, where the quality is measured in terms of the mutual
information index. Although our hope was that the quality of
the most robust clustering of the reduced data set would be
higher than that of most clusterings of the original data set,
to our surprise it turned out that the robust clustering of the
pruned data set significantly outperforms all clusterings of the
original data set. The main conclusion that we therefore draw
from this and our previous work is that it is beneficial to detect
and remove unstable data elements from a data set, both in
terms of robustness of the clustering algorithm with respect to
initial conditions and in terms of the quality of the generated
clusterings.
As future work, we plan to apply our method to hard clus-
terings produced by other hard clustering algorithms than k-
means.
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