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Abstract—Bioinformatics researches use applications that
require large computational capabilities regularly provided by
cluster and grid computing infrastructures. Researchers must
learn tens of commands to execute bioinformatics applications,
to coordinate the manual workflow execution and to use
complex distributed computing infrastructures, spending
much of their time in technical issues of applications and
distributed computing infrastructures. We propose the Bio-
UnaGrid infrastructure to facilitate the automatic execution of
intensive-computing workflows that require the use of existing
application suites and distributed computing infrastructures.
With Bio-UnaGrid, bioinformatics workflows are easily
created and executed, with a simple click and in a transparent
manner, on different cluster and grid computing
infrastructures (line command is not used). To provide more
processing capabilities, at low cost, Bio-UnaGrid use the idle
processing capabilities of computer labs with Windows, Linux
and Mac desktop computers, using a key virtualization
strategy. We implement Bio-UnaGrid in a dedicated cluster
and a computer lab. Results of performance tests evidence the
gain obtained by our researchers.
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l. INTRODUCTION

Today genomic projects involve the use of two
complementary approaches: cluster computing which allows
to aggregate homogeneous computational resources for a
specific research group or organization, and grid computing
which aggregates heterogeneous computational resources of
different organizations to support larger computational
capabilities in e-Science projects.

High performance computing (HPC) infrastructure, such
as cluster or grid computing, provide results in shorter time,
however when bioinformatics researchers want to execute
applications, they face several consuming time problems: a)
there are many application suites to run different analysis, so
researchers must learn command line syntax (options, input
and output files, distributed execution environment, etc.) for
hundreds of applications. b) Researchers must learn
commands to manage and use distributed computing
infrastructures. ¢) Applications require specific and complex
configurations to operate in distributed environments. d)
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Researchers frequently execute a set of applications in a
sequential and/or coordinated manner, called pipelines or
workflows. Workflows are regularly manually executed by
researchers, so they must wait an application finishes, before
executing the next. €) Very often researchers want to execute
applications that require larger processing capabilities than
those provided by dedicated computing infrastructures, so
they must wait weeks or months before getting their results.

Different approaches have been developed for solving
these problems partially on dedicated computing
infrastructures. In this work we propose and evaluate an
integral infrastructure that allows bioinformatics researchers,
requiring large computing capabilities, to focus in
bioinformatics analysis and not on technical computing
issues of distributed computing infrastructures. The
infrastructure, called Bio-UnaGrid, allows researchers to
define workflows using graphical user interfaces (GUIs) and
drag and drop tools provide by the LONI Pipeline [1]
application. Workflows are executed and distributed in a
transparent manner on a grid infrastructure. To support larger
processing capabilities to those provided by dedicated
infrastructures, Bio-UnaGrid also uses the UnaGrid [2]
desktop grid infrastructure. UnaGrid permanently takes
advantage of the idle processing capabilities available in
desktop computers, while students do their daily activities.

Several existing bioinformatics application suites have
been ported into Bio-UnaGrid. Performance tests were
executed using the BLAST algorithm and its distributed
implementations using query segmentation, provided by
NCBI BLAST [3], and database segmentation, provided by
mpiBLAST [4]. Test results show that Bio-UnaGrid allows
to define workflows and to execute them on dedicated and
desktop grid infrastructures, providing speedups 10 times
higher than the speed on a desktop computer.

This paper is organized as follows: section 2 presents the
related works. Section 3 describes the BLAST application,
the UnaGrid infrastructure and the LONI Pipeline
application. Section 4 details the Bio-UnaGrid architecture,
including its integration with MPI (Message Passing
Interface)  applications.  Section 5  describes the
implementation deployed on a university campus. Results
and performance tests are described in Section 6. Section 7
concludes and presents future work.
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Il.  RELATED WORKS

Bioinformatics projects require the use of application
suites for analysis that regularly require large computing
capabilities. An analysis executed like a sequential
computational job on a personal computer, may take weeks
or months. Cluster computing infrastructures solve this
problem aggregating the computational capabilities of
several homogeneous computers, a cluster, to parallel
execute a set of computational jobs. In a computational
cluster there is a cluster master, a computer that submits a
subset of jobs to other cluster computers: the slave nodes.
Computational clusters are created by individual research
groups to support their computational requirements.

Grid computing emerged as a technology that allows
different organizations with common goals to create a virtual
organization (VO) to share resources such as data, hardware
and software. A grid computing infrastructure can group a
great number of heterogeneous resources to support the
computational requirements of the VO. In a grid
infrastructure a set of computational jobs can be distributed
among clusters belonging to different administrative
domains. A drawback of this approach is that grid
infrastructures require complex management processes.

To execute a bioinformatics analysis on a cluster or grid
infrastructure, the application must be wrapped or designed
to operate on these infrastructures. Wrapped application
adapt an existing standalone application so it can be executed
in parallel like a set of smaller and independent jobs, this
approach is known as bags-of-tasks (BoT). In applications
designed to operate on distributed infrastructures, a single
job is automatically executed using several processes
executed coordinately in a computational cluster or grid,
using, regularly a MPI implementation.

Like BLAST, other bioinformatics applications are
frequently used by researchers to execute different analysis
in a coordinated and dependent manner, called workflows or
pipelines, which require HPC infrastructures. The manual
and command-based workflow execution requires
bioinformatics researchers to spend most of their time in:
configuring application parameters, managing HPC
infrastructures, managing scientific data, and linking partial
results from one application to another. Several projects have
been developed to facilitate the automatic workflow
execution in other scientific fields. Projects like Khoros [5],
3D Slicer [6], SCIRun/BioPSE [7] and Karmaz2 [8] for image
processing; MAPS [9] for brain images; Trident [10] for
oceanography; Kepler [11] and Swift [12] for agnostic area;
MediGRID [13] for biomedical; Pegasus [14], OpenDX
[15], and Triana [16] for heterogeneous applications;
Taverna [17] is a framework to executed bioinformatics
applications in distributed environments using MyGrid [18]
middleware.

Most of workflow tools have limitations for
bioinformatics applications such as: they require applications
to be recompiled or modified, they support internal data
sources with specific data structures; they operate with
specific platforms, and cluster or grid middlewares; they are
designed for solving needs of specific scientific fields; and
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they regularly require researchers to use complex commands
involving consuming-time tasks.

Although dedicated cluster and grid infrastructures
provides large computational capabilities, in a university or
enterprise campus there are tens or hundreds of desktop
computers that are under-utilized. Some clusters or grid
solutions take advantage of the idle computing capabilities
for e-Science projects, these systems are called Desktop Grid
and Volunteer and Computing Systems (DGVCSs). Several
DGVCS solutions has been developed using different
approaches, solutions and architectures, including
SETI@home [19], BOINC [20], OurGrid [21], Integrade
[22] and UnaGrid [2].

From the conducted survey and our experience working
on the field, we concluded that an infrastructure allowing
existing bioinformatics applications to be easily incorporated
without modifications in workflows created through GUIs
and executed on different HPC infrastructures is needed. The
infrastructure also must allow the use of different data
sources (internal and external), and the incorporation of MPI
applications commonly used in bioinformatics projects. For
getting results faster the infrastructure should operate on
dedicated computing infrastructures and on DGVCS that
take advantage of the idle processing capabilities of tens of
desktop computers with different operating systems. Bio-
UnaGrid integrates the capabilities of LONI Pipeline and
UnaGrid to provide these features.

I1l.  LONIPIPELINE, UNAGRID AND BLAST

A. LONI Pipeline

LONI Pipeline [1] is a free framework used to execute
neuroscience workflows (see [23]); however its design and
implementation allows any command line application (like
most bioinformatics applications) to be incorporated. From a
computational perspective, LONI differs from other
workflow tools in several features: it does not require
external application being recompiled, it supports external
data storage sources, it is hardware platform independent,
and it can be installed on different cluster or grid
middlewares using the Pipeline plugin Application
Programming Interface (API) [1]. From a research user
perspective LONI was designed having in mind features like
usability, portability, intuitiveness, transparency and
abstraction of cluster or grid infrastructures.

LONI Pipeline uses a client/server model. The server is
installed on the master computer of a computational cluster,
managed by a distributed resource management (DRM)
system such as Oracle Grid Engine (OGE). LONI uses
standard execution commands, so any applications executed
through command line can be incorporated without requiring
recompilations or new developments. An application is
defined and loaded in the server through a GUI, defining an
XML file, called a LONI Module that contains information
about path application executable, and number and types of
input and output parameters.

LONI client is a lightweight and standalone Java
application that can be executed on Windows, Linux or Mac
desktops. A researcher connects through the LONI client
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with the LONI server, using a customizable authentication
protocol (LDAP, Database, etc.). The LONI modules are
downloaded into the client and the researcher can begin to
create workflows using simple drag and drop tools provided
by an intuitive GUIs. Once a workflow is created, the
researcher can begin its validation and execution. The
workflow is executed (no commands are required) on the
HPC infrastructure available for the master of LONI
Pipeline. During its execution the researcher can disconnect
of the LONI Server, and reconnect to query the partial results
and to monitor the workflow state.

B. UnaGrid solution

UnaGrid is a DGVCS, developed at Universidad de los
Andes, which provides the processing capabilities required
by applications of different research areas at a university
through the use and deployment of Customizable Virtual
Clusters (CVCs) composed dynamically on demand, and
executed on conventional desktop machines with Linux,
Windows or Mac operating systems. The UnaGrid solution
does not require applications to be recompiled or rewritten,
and it has been used in projects of different research areas for
executing BoT applications [2].

UnaGrid is a DGVCS that takes advantage of the idle
processing capabilities of desktop computers within
computer labs, in a non-intrusive manner, through the
execution of Customized Virtual Clusters (CVCs). A CVC is
a set of commodity and interconnected physical desktops
computers executing virtual machines (VMs). While a
student do his/her activities, a VM, playing a slave role of
the CVC, is executed as a low-priority and background
process on each desktop computer used by a student. A
dedicated machine for the CVVC plays the role of the cluster
master. All of these VMs in execution make up a CVC,
which has the operating system (mainly Linux), applications,
and middleware required by the research group.

This model allows researcher to continue executing
applications within their native environments, guaranteeing
high usability of the infrastructure. Users access a CVC
through a SSH connection to the CVC master. The use of
virtualization tools such as VMware, Oracle Virtual Box,
Citrix or Microsoft System Center, allows adding and taking
advantage of the capabilities of tens or hundreds of machines
in computer labs that have Windows, Linux or Mac
operating systems, as well as the faculty to assign and limit
the resources consumed by the VMs.

When a research group requires its CVC, they can deploy
it on demand using a novel Web application called GUMA
(Grid Uniandes Management Application). GUMA allows
deploying on demand a previously configured CVC. A
researcher securely access GUMA (using a Web browser)
and defines the size (number of VMs) of the CVC he/she
requires. GUMA automatically deploy the VMs on selected
desktops, hiding the complexities associated with the
location, distribution and heterogeneity of computing
resources, and providing an intuitive graphical interface.
GUMA also provides services for selection, shutdown and
monitoring of physical computers and VMs. GUMA offers
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high usability to the UnaGrid solution, using the on-demand
approach.

C. BLAST algorithmn

BLAST is a heuristic based application widely used to
search for similarities between a set of biological sequences
S and sequences in a database D. Wrapped applications using
the NCBI BLAST implementation use the query
segmentation approach. In this case a sequence query set S is
divided in n subsets of sequences S;. Each subset S; is
compared with the complete database D. A number n of
NCBI BLAST independent jobs are executed on a
computational cluster. Each independent job, executed by a
cluster slave, compares a subset S; with the database D. After
the n jobs have been executed, the files generated by each
job are merged in a single file containing all results.

Query segmentation offers great performance when the
complete database D can be stored on the RAM memory of
each cluster node. mpiBLAST adds database segmentation.
mpiBLAST divides a sequence database D in m subsets Dj,
and the sequence set S is compared with each subset D; in a
coordinated manner. A search using mpiBLAST is executed
through a single mpiBLAST job executed coordinately on m
slave nodes (logical MPI cluster) of a physical computational
cluster. Each logical slave node compares the sequence set S
with a subset D;, and partial results of all logical slave nodes
are stored in a unique shared file.

Several BLAST variations modify BLAST algorithm to
execute relevant specific analysis and accelerate searches
[24] such as PSI-BLAST, PHI-BLAST, Mega-BLAST
MPBLAST, WU-BLAST2 and BLASTZ. Other BLAST
solutions adapt or implement BLAST to operate efficiently
on specific computing infrastructures [24]. BLAST solutions
such as HGBS and FPGA-based BLAST require specialized
hardware. BLAST implementation for dedicated cluster
computing infrastructures are BeoBlast, NBLAST, Soap-HT-
BLAST, mpiBLAST, Hyper-BLAST, dBLAST
paralleIBLAST, BLAST.pm, Parallel BLAST++,
ScalaBLAST, pioBLAST and avaBLAST. These solutions
use processing scheduling systems like Condor, PBS, OGE
or Torque, and distributed storage systems like NFS or
PVFS.

Solutions such as TurboBLAST, GBTK, GridBLAST
CloudBLAST, G-BLAST, PackageBLAST and mpiBLAST-
P10, operates on dedicated grid computing infrastructures
with standard middleware like Globus. W.ND BLAST [25],
BOINC BLAST [26], and BLAST on BitDew [27], use the
processing capabilities of DGVCSs to execute searches.
W.ND BLAST only operates on Windows desktops. BOINC
and BitDew require every application being modified.

IV. BI0-UNAGRID INFRASTRUCTURE

We propose the Bio-UnaGrid infrastructure, which was
designed to facilitate to bioinformatics researchers the use of
bioinformatics applications, the automatic execution of
workflows, and the use of HPC infrastructures. With Bio-
UnaGrid bioinformatics researchers can use the processing
capabilities of dedicated computational clusters, and the idle
processing capabilities provided by the UnaGrid DGVCS.
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Using the LONI features, Bio-UnaGrid allows that existing
and new bioinformatics application can be easily integrated
and used by researchers without been recompiled or
modified. Current version of LONI Pipeline does not support
the execution of MPI applications such as mpiBLAST,
however, Bio-UnaGrid support the execution of this type of
applications.

A. Bio-Unagrid Architecture

Bio-UnaGrid is based on the integration of two main
solutions: LONI Pipeline and UnaGrid. The Bio-UnaGrid
architecture is shown in Figure 1.

The LONI Pipeline Client is the main entry point of
bioinformatics researchers to the Bio-UnaGrid infrastructure.
Researchers use the LONI client to connect with the LONI
Pipeline Server, through an authentication process against a
User Database. Each researcher receives a username and a
password. After authentication the researcher can view the
bioinformatics applications installed on the LONI Pipeline
Server through the LONI Pipeline Client, and he/she can
proceed to create the workflows, using the bioinformatics
LONI Module Library, drag and drop, and other tools.

For each LONI Module (a bioinformatics application),
the researcher must define the input and output parameters
(which can take values such as strings, path files, path
directories, numbers and related lists), and how each LONI
Module is connected with other LONI Modules of the
workflow. A single LONI Module may be used to execute
several jobs, for example if the BLASTn LONI Module of
the NCBI BLAST suite, receives as input parameters ten
sequence query files and a database, like nt, the LONI
Pipeline Server will execute ten independent BLASTN jobs,
each one comparing a sequence query file with the nt
database. Once a workflow has been created, researchers can
execute it, sending it to the LONI Pipeline Server.
Researcher can monitor and visualize the status of the
workflow, and download partial results, through GUIs of the
LONI Pipeline Client.

Processing Cluster

LONI Client Dedicated Infrastructure
LONI Modulas
e - User Database
LONI Pipeline
Server
I, - = DRM Master .- Shared Storage
" e ORRRQ ]
! = LONI Dedicated

Bicinformatics
Researcher

: UnaGrid Infrastructure
~~~~~~ ¢ Windows, Linux or Mac Computer Labs

GUMA Client ? || LebB

0 oS Es

wwwwww

Figure 1. Bio-UnaGrid architecture.
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The LONI Pipeline Server is a dedicated server with the
master component of a DRM such as OGE installed locally.
The LONI Pipeline Server receives the workflows sent by
researchers; divide the workflows in individual jobs and send
them, in an order manner, to the DRM Master. The DRM
Master distributes the jobs to the DRM Slaves which can be
running on a Dedicated Processing Cluster or on a CVC of
UnaGrid, composed of VMs executed on heterogeneous
desktop computers, which we will call CVC DRM Slaves.

The Dedicated Processing Cluster is permanently
available for researchers; however its capabilities are limited.
To provide more processing capabilities, the CVC DRM
Slaves can be deployed on demand using the GUMA Portal
of the UnaGrid infrastructure. Before a researcher execute a
workflow or during the workflow execution, he/she can
access the GUMA Portal using a username and a password.
Through GUMA Portal researchers define the execution time
and number of virtual machines (VMs), previously
configured by the UnaGrid support team, he/she required for
the workflow execution. GUMA Portal deploys
bioinformatics VMs on different desktop computers
distributed along computers labs in the university campus.
When the CVC DRM Slaves are turn on by GUMA, they
contact the DRM Master. The DRM Master begins to submit
individual jobs to CVC DRM Slaves.

A Shared Storage System is used to store the LONI
Modules, the binaries of bioinformatics applications, and
input and output data required for the workflow execution,
including genomic databases. The DRM Master, the
Dedicated Processing Cluster and the CVC DRM Slaves
access the Shared Storage System during workflow
executions. During workflow creation researchers can select
local files of the personal computer where the LONI Pipeline
Client is executed, and these files are transferred
automatically to the LONI Pipeline Server and stored in the
Shared Storage System.

For executing workflows bioinformatics researchers do
not have to worry about applications’ commands or complex
HPC infrastructures. They only need to define workflows
using drag and drop tools provided by LONI Pipeline Client,
and run workflows using a single click. Workflows are
executed faster and transparently on dedicated clusters, and
on tens or hundreds of commodity desktop computers
provided by UnaGrid. When a workflow is finished,
researchers can download the results of all LONI modules
using GUIs, and they are ready to do their bioinformatics
analysis.

B. Bioinformatics applications on Bio-UnaGrid

The process to incorporate existing and new
bioinformatics application suites, like NCBI BLAST, into
Bio-UnaGrid infrastructure are summarized in five steps.

1) Installation and configuration of the application suite
on the Shared Storage System: This installation is executed
from the LONI Pipeline Server.

2) Creation of a LONI Pipeline Module using the LONI
Pipeline Client for each executable of the suite: for this it is

15



BIOTECHNO 2011 : The Third International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies

necessary to identify the input and output parameters of the
executable, specifying its dependences and data types.

3) Individual tests for each LONI Pipeline Module of
the suite from the LONI Pipeline Client.

4) Storage of the LONI Pipeline Module in the LONI
Pipeline Server.

5) Using the modules from workflows created by
bioinformatics researchers in the LONI Pipeline Client.

. This process is executed by the HPC infrastructure’s
system administrator only once for each bioinformatics
application. After a LONI Module for a bioinformatics
application is created, all researchers can use it in their
workflows. This process allows new applications to be
agilely incorporated, facilitating the creation of more
complex workflows. Our experience in the deployment of
several application suites show that any application that can
be used from the command line can be integrated into the
Bio-UnaGrid solution.

C. MPI applications on Bio-UnaGrid

At the time of this development, LONI did not support
MPI applications. To allow the execution of MPI
applications, we developed a wrapper, called
mpiJobManager, which uses the Distributed Resource
Management Application APl (DRMAA). DRMAA allows
sending and monitoring jobs executed on computational
cluster using a Distributed Resource Manager (DRM) such
as the Oracle Grid Engine (OGE). To execute an MPI
Application, such as mpiBLAST, a researcher uses the MPI
LONI Module of the MPI application to specify the number
of MPI processes to be used. MPI LONI Modules are
received by the LONI Pipeline Server and executed on a
DRM Slave (a dedicated server or desktop computer) using
the mpiJobManager wrapper.

When an mpiJobManager job is executed, it executes a
Linux script, called launcherMP1Job. The launcherMPI1Job
script sends an MPI job to the LONI Pipeline Server,
specifying the process number of the job. The LONI Pipeline
Server receives the MPI job and proceeds to execute it on the
DRM slaves. During its execution, the MPI job is monitored
by the LONI Pipeline Server using the mpiJobManager.
Because of the design of the LONI Pipeline Server,
researchers can query the results of a whole MPI job but not
the status of its individual processes.

V. IMPLEMENTATION

Bio-UnaGrid was implemented at Universidad de los
Andes, involving the current bioinformatics dedicated
processing cluster from the Department of Biological
Sciences, some dedicated servers and a computer lab with
Windows desktop computers from the Department of
Systems and Computing Engineering. Bio-UnaGrid was
implemented to support several genomic projects related to
coffee, potato and cassava, which seek genomic analysis to
improve coffee, potato and cassava production affected by
different biological organisms that decrease their production
[28] [29]. The implementation is illustrated in Figure 2.
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Figure 2. Bio-UnaGrid implementation.

The LONI Pipeline Server version 5.0.2 and the DRM
Master of OGE version 6.2 update 5, were installed on a
dedicated server. We use an NFSv3-NAS (Network File
System version 3 - Network Attached Storage) solution like
the Shared Storage System. The Database User was installed
on a dedicated server using MySQL version 5.1.5. On the
dedicated cluster used by the Department of Biological
Sciences composed by 6 servers each one with an Intel Xeon
X5560 Quad Core processor of 2.8 GHz and 4 GB of RAM,
was installed the Slave component of OGE, so these servers
now can process jobs sent from LONI Pipeline Clients.

To test the performance of bioinformatics applications on
the desktop computers, a CVC with 21 VMs was deployed
on a computer lab with Windows 7 desktops computers,
which have an Intel i5 processor of 3.46 GHz and 8 GB of
RAM. On the CVC we installed Debian 4.0 and the Slave
component of OGE, so these VMs can also process jobs sent
from LONI Pipeline Clients. VMs were configured with a
CPU core and 4 GB of RAM. All nodes are interconnected
through 1 GbE and 10GbE links and fault tolerance
mechanisms were configured for BoT applications using the
OGE capabilities.

Four bioinformatics application suites have been installed
on the Bio-UnaGrid implementation: NCBI BLAST version
2.2.20, HMMER version 2.3.2, InterProScan version 4.6 and
mpiBLAST version 1.6.0. Because mpiBLAST requires the
use of an MPI implementation, the MPICH-2
implementation version 1.2.7 was installed. 21 LONI
Modules were created for the application suites: 6 for NCBI
BLAST (BLASTn, BLASTp, BLASTx, tBLASTN,
tBLASTx and MEGABLAST); 3 for HMMER (Build,
Search and Calibrate); 11 for InterProScan (BlastProdom,

Coils, Gene3D, PIR, Panther, Pfam, SEG, SMART,
SuperFamily, TIGRfam and fPrintScan) and 1 for
mpiBLAST.

Researchers now can execute these bioinformatics
applications from workflows. An example of a workflow
created through the LONI Pipeline Client with these
applications, and executed on the HPC infrastructure is
shown in Figure 3.
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Figure 3. A bioinformtics workflow executed on Bio-UnaGrid.

During the workflow execution biocinformatics
researchers can see the status of the complete workflow,
and of each individual LONI Module (Completed,
Running, Queued, and Waiting). In the workflow shown in
Figure 3, all files (query, databases and FASTA) are stored
in the Shared Storage System. This workflow is being
executed on the configured distributed infrastructure and
researchers do not have to use any command; all workflow
operations are executed using GUIs.

VI. PERFORMANCE TESTS AND RESULTS

Bio-UnaGrid support dedicated clusters and desktop
machines; we executed performance tests in both
environments, in the dedicated cluster and in the UnaGrid
CVC. We selected the high popular BLAST algorithm to
execute these tests. A detailed time-performance
characterization for the execution of BLAST (using query
segmentation) and mpiBLAST in cluster and grid
infrastructures can be found in [30] and [4] respectively.

For testing the performance of Bio-UnaGrid for
executing BoT applications we used the NCBI BLASTn
application, varying the number of CPU cores and the size
of the sequence set. We executed BLASTn searches
between nucleotide sets of 480 (487 KB) and 960 (954
KB) sequences, and the nt database (28 GB). The searches
were executed using 5, 10, 15 and 20, BLASTn
independent processes (BoT BLASTn). In both
environments each independent process was executed
using a CPU core to compare a sequence set with the
complete nt database. We use query segmentation, using a
LONI Module, for dividing the sequence sets in the same
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number of processes; subsets of 96, 72, 48 and 24
sequences were used for the 480 sequence set.

All tests were executed 3 times and we calculated the
average time. Two metrics were used in the performance
tests, the execution time and the speedup. The speedup is a
measure that indicates the improvement in the execution
time of a parallel algorithm when it is compared with same
algorithm executed in a sequential manner [31]. The
sequential searches were executed in a desktop of the
UnaGrid CVC and in a server of the dedicated cluster,
using a standalone BLASTn search. Sequential searches
were executed using a single CPU core. The execution
times of the sequential searches with the sets of 480 and
960 sequences on the dedicated server were 6,436 and
13,140 seconds respectively, and on the desktop were
12,288 and 19,488 seconds.

The execution times of the searches on the dedicated
cluster and the UnaGrid CVC, using BoT BLASTN, are
shown in figure 4.

"Bl BLAST
o Cluster

Execution Time (s)

I'-I BLAST

1 5 10 15 20
Number of CPU Cores

Figure 4. Execution time of BoT BLASTn searches between sets of
480 and 960 sequences, and the nt database.
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Results in Figure 4 show that the execution time of the
searches in both environments, decrease when the process
number (CPU cores) is increased (except in the search
with 960 sequences on the dedicated cluster using 20
processes). Taking as reference the execution time of the
sequential searches on each environment, we calculated
the speedups shown in Figure 5. The execution time of the
search with 480 sequences on the dedicated cluster was
reduced from 6,436 to 589 seconds (using 20 processors),
providing results 10.9 times faster (10.9x). On the Bio-
UnaGrid CVC the execution time was reduced from
12,288 to 936 seconds, using 20 processors (13.1x faster).
For the search with 960 sequences, the execution time on
the dedicated cluster was reduced from 13,140 to 2,152
seconds when 15 processors were used (6.1x faster), and
on the Bio-UnaGrid CVC from 19,488 to 1,946 second
using 20 processors (10x faster).

For testing the execution of MPI applications on both
environments, we executed the same tests using
mpiBLAST. In these tests we executed MPI processes
coordinated on 5, 10, 15 and 20 CPU cores. In each test,
the additional process called mpiJobManager was
executed in another CPU core (this is the reason to show
21 OGE Slaves on Figure 2). We used database
segmentation to divide the database in 5, 10, 15 and 20
partitions using the mpiformatdb installed with
mpiBLAST, using a LONI Module. The execution times
of these searches using mpiBLAST are shown in Figure 6.
The speedups for these searches are shown in Figure 7.
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Figure 5. Speedups of BoT BLASTNn searches between sets of 480 and
960 sequences, and the nt database.
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Figure 6. Execution times of mpiBLAST searches between sets of 480
and 960 sequences, and the nt database.
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Figure 7. Speedups of mpiBLAST searches between sets of 480 and
960 sequences, and the nt database.

Similar to previous tests, using mpiBLAST on both
environments, in most tests the execution time is reduced
when the number of processor is increased. On the
dedicated cluster the execution time for the search with
480 sequences was reduced from 6,436 to 2,815 seconds
when 15 processors were used (2.3x faster). On the Bio-
UnaGrid CVC the execution time was reduced from
12,288 to 2,597 seconds, using 20 processors (4.7x faster).
For the search with 960 sequences, the execution time on
the dedicated cluster was reduced from 13,140 to 4,154
seconds when 20 processors were used (3x faster), and on
the Bio-UnaGrid CVC from 19,488 to 5,255 second using
20 processors (3.7x faster).

Results from Figures 5 and 7 show that Bio-UnaGrid
can provide speedups similar or higher to those provided
by a dedicated cluster, decreasing the result generation
time when the number of processes is increased. Using the
idle processing capabilities, Bio-UnaGrid provides
additional processing capabilities to those provide by
dedicated computational clusters, decreasing more than
13.1 times (13.1x) the execution time of bioinformatics
workflows.

VII. CONCLUSIONS AND FUTURE WORK

We proposed Bio-UnaGrid, an infrastructure that
allows bioinformatics researchers to easily define
workflows using GUIs and execute them on different
cluster and grid computing infrastructures with a simple
click. Bio-UnaGrid is highly extensible as existing
bioinformatics applications can be incorporated without
modifications. With Bio-UnaGrid, researchers focus on
analysis of application results, not on technical issues of
distributed computing infrastructures. To take advantage
of more processing capabilities, besides using dedicated
computing infrastructures, Bio-UnaGrid also use the idle
processing capabilities of tens or hundreds of desktop
computers commonly available in computer labs.

We implemented Bio-UnaGrid in a dedicated cluster
composed of 6 servers, and a computer lab with several
bioinformatics application suites such as NCBI BLAST,
HMMER, InterProScan and mpiBLAST. Performance
tests with NCBI BLLASTn and mpiBLAST show that Bio-
UnaGrid can reduce the sequential execution time up to
13.1 times faster. These results show promising
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opportunities for bioinformatics researchers to get results
in shorter times using the idle processing capabilities
available in computer labs using Windows, Linux or Mac
desktops.

As future work, we will incorporate more
bioinformatics applications suites in Bio-UnaGrid and we
will execute new performance tests with other applications
such as HMMER, MPI-HMMER, ClustalWW and
ClustalW-MPI, in a larger grid deployment involving
hundreds of heterogeneous desktop computers in different
administrative domains. We will implement a shared
storage system more scalable than NFSv3. We also plan to
implement a fault tolerance mechanism for MP
applications.
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