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Abgract—The cloud computing is an emerging new computing
paradigm which provides high reliability, high availability, and
QoS-guaranteed computing services. The reliability and
stability of power supply is one of the most imposnt factors
in successful cloud computing. In this paper, we capare three
different configurations with imperfect coverage ad standby
switching failures based on the reliability and avdability. The
time-to-repair and the time-to-failure for each ofthe primary
and warm standby components are assumed to be
exponentially distributed. We derive the explicit &pressions
for the mean time-to-failure, MTTF, and steady-state
availability, for three configurations and perform a
comparative analysis. Three configurations are ran&d based
on MTTF, steady-state availability, and cost/benefit where
benefit is eitherMTTF or steady-state availability.

Keywords-Reliability;  Availability;
Standby switching failures

Imperfect coverage

l. INTRODUCTION

Uncertainty is one of the important issues in managnt
decisions. Maintaining a high or required leverefability
and/or availability is especially essential in imf@tion
industry, communication systems, power plants, @tith
the increasing demand for computing
computing paradigm has evolved
computing, distributed computing, grid computing ctoud
computing. Cloud computing hosts and delivers sesvi
over the Internet, i.e., information is processedservers
located in cloud data center and cached temporarily
clients via the Internet. A data center usually sists of
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standby switching failures in the reliability witstandby
system was first proposed by Lewis [6]. The concept
coverage and its effect on the reliability and/eaibility
model of a repairable system has been introducestbsral
authors such as Amari, et al. [1], Arnold [3], Dog],
Trivedi [7], and etc. Moreover, the status and deerof
imperfect coverage models and its associated iiyab
analysis techniques were introduced in Amari, et[2].
Wang and Chiu [9] investigated the cost benefityais of
availability systems with warm standby units angérfect
coverage. Wang and Chen [8] performed comparative
analysis of availability between three system wgtmeral
repair times, reboot delay and switching failuk¥gang et al.
[11] studied the cost benefit analysis of seriestesyis with
warm standby components and general repair times.
Recently, Wang et al. [10] performed comparisons of
reliability and the availability between four sysie with
warm standby components, reboot delay and standby
switching failures.

The problem considered in this paper is more génera
than the works of Wang et al. [11] and Wang ef1&]. We
first systematically develop the explicit expressidor the

MTTE andA, (») to three configurations with imperfect

peoverage and standby switching failures. Next,cieffit
@aple computer programs are utilized to perform a

arametric investigation. We provide extensive nicaé
results to study the effects of various values ysten
parameters to the cost/benefit ratios. Finally, naek the
configurations for thdMTTF, theA, («) , and the cost/benefit,
based on specific values of distribution parametesswell

thousands of servers that are organized in racks ar@s of the costs of the components.

interconnected through gigabit ethernet or othierida. Data
center consumes a lot of electricity to maintag ribrmal

operation. The power consumption breakdown of a dat

center includes servers and storage systems,
conditioning equipment, cooling and humidificatigystems,
and networking equipment. In this paper, we disdss
optimal configuration of power electricity for datanters in
terms of reliability and availability. Cao [4] firintroduced
reliability concept into a queueing system withepairable
service station which has exponentially distribuliéetime
and generally distributed repair time. The concepthe

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-300-1

. PROBLEMSTATEMENT
For the sake of discussion, we consider a dataercent

powerquire a 30MW power electricity, and assume tleg t

electricity generation capacity of generators iailable in
units of 30MW, 15MW, and 10MW. To provide reliatsied
stable power supply, there are standby generaamid,all
active and standby generators are continuouslytoredi by
a fault detecting device to identify if they fail mot. We also
assume that standby generators are allowed tonfile

inactive before they are put into full operatiorack of the
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active components fails independently of the stdtehe
others and has an exponential time-to-failure idistion
with parameteri . Whenever an active component (or warm
standby component) fails, it may be immediatelyedistd
and located with a coverage probability and the failed
component is instantly replaced by a warm standby
component with switchover times, if any standby is
available. We now assume that each of the avaikthiedby
component fails independently of the state oftadl bthers
and has an exponential time-to-failure distributiaith ] /. ) ) ]
parametera (0< a < A ). Moreover, we define thensafe Figure 1. The state-transition-rate diagram of icumétion 1
failure state of the system as any one of the breakdosvns i
not covered. We further assume that active-component
failure (or standby-component failure) in thesafe failure
state is cleared by a reboot. Reboot delay is a$umbe

Relating the state of the system at tifmdt*+ dt | the
steady-state equations for configuration 1 canpeessed
as follows:

exponentially distributed with parametg for an active _

component (or standby component). The system vdilsn dP(t)/dt =BPV. (1)

the remaining electricity generation capacity issldhan where

30MW. We define such situation as the stateaf failure. A-a U 0 0 0o 0
We assume that there is always the possibilityailfifes

during the switching from standby state to actieges Let us ac A-uy (1-9)& 0 B 0
assume that the switching component has a failure

probability g . Active components and standby components B = Ac 0 A B 0 0 _
are considered to be repairable. Whenever a primary A(l-c) 0 0 -5 0 O
component or a standby component fails, it is imatety

repaired based on a first-come, first-served (F@f#&jpline. al-c) 0 0 0 -4 0
The time-to-repair for each of the primary and watemdby 0 P 98, 0 0o 0

components are assumed to be exponentially dissdbaith

parametey. Once a component is repaired, it is as good as To evaluate theMTTF, we take the transpose matrix of

new. Further, failure times and repair times areB, and delete the rows and columns for the absorhiatg(s).

independently distributed random variables ~ The new matrix is calledy. The expected times to reach an
We consider three configurations as follows: thrst fi absorbing states is obtained from

configuration consists of one 30 MW active compdrard

one 30 MW warm standby component. The second E[Tr(0)- p(absoring] = P(0)(—~A™)[1,1,1,1,1F , )

configuration is composed of two 15 MW active com@mts  \ynere the initial conditions are given by
and one 15 MW warm standby component. We assume the

standby component can replace either one of thilipi P(0) = [R.4(0),P5(0),Po1(0) R, (O)Rx, (O)F [1,0,0,0,C,
working components in case of failure. The thirdand
configuration includes of three 10 MW active comets A-a ac Ac Al-c¢) a(-c)
and two 10 MW warm standby component.
U “A-u 0 0 0
1. PROBLEMSOLUTIONS
. . A=| © (A-a)B -8 0 0
Let P.n(t) be the probability that exacthy primary
components aneh standby components are working at 0 0 B -5 0

timet(t=0), and let R, (t) be the probability that the 0 B, 0 0 -5,
system is in unsafe failure states, wheret, 2,3, 4. For configuration 1, the explicit expression foreth

A. Calculationsfor configuration 1 MTTF, is given by
Al MTTF E[TP(O)-.P(absorbing] = M-|_|_F_|_
Using Trivedi's concept (see Trivedi [7]) and Waeg  This implies that
al.’” concept (see Wang et al. [10]), the statesitam-rate A —a-A+Aqg A, AN, alA,
diagram of configuration 1 is shown in Figure 1.eTh MITh =—-——""—"—+—-——~- 3)

probability vector P(t) of configuration 1 is defined as: AD AD BA  BA - ABA

P(t) = [R.(t), Po(t), Poi(t), Ry, (£), Ry, (t), Poo(t)] - whereA, = A + U, \,=-1+c, andA = Ha+A+a.
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A2. Availability

To discuss the availability case of configurationwie
use the following procedure to obtain the steadtest
availability. In steady-state, the derivatives o tstate
probabilities become zero. Thus we have

“d-a u 0 0 0 0)\(Rif) 0
ac “A-u @-9)8 0 B 2u || Bolo) 0
Ac 0 -8, B. 0 0 || Ralw) 0

A(l-c¢) 0 0 -5 0 0 || Re ) ) of

a(l-c) 0 0 0 -8 0 ||Ryt) 0
0 A as. 0 0 -2u)\Rol) 0

4)
Solving (4) and using the following normalizing dition
R () + Py g() + Py (%) + Ry, () + Ry, (o) + B o(0) =1,

we then obtainRy, («), Ry, () , and P, 4() .

Let T, represent the time-to-failure of the system for
the MTTF, is given by

configuration 1. The explicit expression for

Ay, () =1~ Ry, (@) = Ry, () = B 4 (e0) is given by

2 2, 1 + 1/] + 1a +
Ao (o) = Bu(HB.+ BA + Ba + pA) )
LA +2uB.B.a + 2170, + AN,
where A, = 8.6, + Ba - Bac+ BA - BAc+ BA and

A, = BB.(2u+a+ ).
B. Calculationsfor configuration 2

B.1. MTTF

Using Trivedi's concept (see Trivedi [7]) and Waep
al.” concept (see Wang et al. [10]), the statesitamm-rate
diagram of configuration 2 is shown in Figure 2eT(t) of
configuration 2 is defined as:

P(t) = [Ra(t), Poo(t), Pus(t), Re, (1), Ry, (1), Poolt)] -

Figure 2. The state-transition-rate diagram of icumétion 2.

Relating the state of the system at tim@ndt + dt, the
steady-state equations for configuration 2 canpeessed
as follows:

dP(t)/dt =BP(t), (6)

where
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2 -a U 0 0 0 O
ac 2A-u @1-9)8 0 B 0

5 - 2Ac 0 -5, B 0 0 (@)
2A(1-c) 0 0 - 0 0
a(l-c) 0 0 0 -5 0
0 24 aB. 0 0 0

To evaluate théTTF, we take the transpose matrix of
B, and delete the rows and columns for the absortitg(s).

The new matrix is calledh,. The expected times to reach an
absorbing states is obtained from

E[TP(O)-.P(absorbing] = P(O)(—Az’l)[l, 11,1, 1]|' y
where the initial conditions are given by

P(0) = [R;(0),P,,(0),P,,(0),Rs, (0O)Ry, (0)]= [1,0,0,0,C.
For configuration 2, the explicit expression foreth

(®)

E[TP(O)-.P(absorbing] = M-I_I—Fz .
This implies that

1( A, -a-2A+21qg 2\, AN, aAA,
MTTF, =— - - - ,
2\ A, AN, LA, LA, ABA,
9)
where A, =2 1+u, A, =-1+c,andA, = uq+21 +a.
B.2. Availability

For the availability case of configuration 2, wee uke
same procedure in 3.1.2 to obtain the steady-atatiéability.
In steady-state, the derivatives of the state [idbes
become zero. Thus we have

20-a u 0 0 0 O0)Ri)) (O

ac 2A-u (1-9)8 0 B U || P.f) 0

24c 0 - B 0 0 || Rif) 0
2A(1-c¢) 0 0 -8 0 0 || R ¢) i o

a(l-c) 0 0 0 -8 0| R &) 0

0 21 ab 0 0 -u/\R.k) \0
(10)

Solving (10) and using the following normalizingnhetition
R1(e0) + Py () + P, ) + Ry, (0) + Ry, () + Ro(0) =1,

we then obtain Ry, (w), Ry, () , and Ro(w) .

Let T, represent the time-to-failure of the system for

configuration 2. The explicit expression for the
Ay, () = 1= Ry, () = Ry, (@) = Ro(e) is given by
BB, +2A + B + 217
Ar, () = ( ) (11)

ﬁlﬂZAI + ﬁll‘leZ + ZﬂZ,UZ/]
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where A, = 1P+ 204 + pa + 227 + Aa + gl and

A, =a-ac+21-2lc.
C. Calculationsfor configuration 3

C.1. MTTF

Using Trivedi's concept (see Trivedi [7]) and Wae
al.” concept (see Wang et al. [10]), the statesitamm-rate
diagram of configuration 3 is shown in Figure 3eT(t) of
configuration 3 is defined as:

P(0) = [R2(t), Psa(t), Poo(t), Psot), PoAt),
R, ©)Rr, ()R 1R, ()R ()]

Figure 3. The state-transition-rate diagram ofigamation
3.

For the reliability case, the initial conditiongar
P(0) =[P 2(0), P;1(0),P, »(0),P5,(0) P,.(0)

R, ( O)Rr, (O)Rs, (ORf, (0)]

=1[1,0,0,0,0,0,0,0,0].
The following differential equations written in miat
form can be obtained:

dP(t)/dt =BP(t).

Hence the matrixg, is an (10< 10) square matrix whose last
column is zero. The matrig, is too spacious to be shown
here. For theMTTF, we take the transpose matrix Bfand
delete the rows and columns for the absorbing(sjat€he

new matrix shall be called,. The expected times to reach
an absorbing states can now be calculated from

E[To(0)- p(absoming] = P(0)(-A")[1,1,1,1,1,1,1,1,7]. (13)

(12)

dP(t)/dt =BpP(), (14)

where the matrixg, can be formulated in a way similar to
(12). It is an (1< 10) square matrix whose last column,
rather than being zero as in (12), is appropriatebgified.
The resulting matrix is too spacious to be showre.hin
steady-state, the derivatives of the state prokiabibecome
zero. That allows us to calculate the steady-gtadbabilities

Ri. (), R (), R (), R («), and Ro(~) with the
following normalizing condition
R 2(00) + Py 4(20) + P, {00) + P (00) + P, ()

4
+ D Ry (0) +Rofe9) =1.

i=1
Let T, represent the time-to-failure of the system for
configuration 3. Again, the explicit expression ftire
Ay, () =1= Ry, () = Ry, () = Ry, () = Ry, (0) = R0 () is t0O0
spacious to be shown here.

IV. COMPARATIVE ANALYSIS

A. Comparison for the MTTF

The main purpose of this section is to presentipec
numerical comparisons for theTTF . Using an efficient
Maple program, three configurations will be complare

terms of theirMTTF, (i =1, 2, 3) with the following values:

1/A=50days1/a =200 daysand 1/ u = 2 days
or A=0.02, a=0.005and z=05.

We consider the following two cases to perform a
comparison for th&TTF, of the configurations 1, 2, and 3.
Casel: We fix ¢=0.005, ¢=0.5, q=0.1, ¢=0.9, £ =3.0,
B, = 2.4and varya from 0.02 to 0.1.
Case 2: We fix 1=0.01, @=0.005, q=0.1, ¢ =0.9,
B, =3.0, B, =2.4and varyy from 0.001 to 0.5.

The numerical results oMTTF for each configuration
i (i =1,2,3) are shown in Table 1 for cases 1 and 2.

Table 1. Comparison of the configurations 1, BMTTF

For configuration 3, the explicit expression foreth

Result

MTTF, is given by
M-|_|_F3 = E[TP(O)-.P(absorbing] .

The mean time to system failure for configuratiom8TF, is
too ample to be shown here.

Range of/

0.02< A < 0.0439: MTTF, > MTTF, > MTTF,

0.04391< A < 0. MTTF, > MTTF, > MTTF,

C.2. Availability

For the availability case of configuration 3, thmtial
conditions are
P(0)=1[1,0,0,0,0,0,0,0,0
The following differential equations written in miat

Range ofy
0.001< p < 0.1265: MTTF, > MTTF, > MTTF,

0.12652< u< 0. MTTF, > MTTF, > MTTF,

form can be obtained from

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-300-1
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configuration 3, and wheni >0.0757 , the optimal

B. Comparison for the A, (»
™ A=) configuration is configuration 1.

In this section, we consider the following two case

compare the, («) of the configurations 1, 2, and 3. 20 Configurationl //
Case 1: We fix ¢=0.0005, #=0.1, q=0.1, ¢ =0.9, 15| T Conflguration2 /
1o Configuration3 /
B, =3.0, B, = 2.4and varyA from 0.001 to 0.1. 164 s/
Case2: We fix 1=0.01, @=0.0005, q=0.1, ¢=0.9, ‘@ 1a] By=30 //
B. =3.0, B, = 2.4and vary ufrom 0.01 to 0.5. x5 //
The numerical results ofA (») for each configuration o fg’" 10 w05, a=0005, 4=0.1 //
i (i =1,2,3) are shown in Table 2 for cases 1 and 2. SR R
Table 2. Comparison of the configurations 1, 134, () 05 %= 00574
Result 04
Range of 024
0.0< 4 < 0.0000¢ Ar () > Ar, () > Ar, () 001 002 003 004 005 006 007 008 009 0.0
)
0.00005< A < 0.0165 .
| A () > P () > A () Figure 4.C, / MTTR versusA.
0.01656< 4 < 0. An (00) > Ay () > Ay, () 65 1 Configurationl s
] — : 47
Ranage of 1 Configuration? g
g H ] e Configuration //
0.01< y < 0.05848! A () > A () > A, () 807 ec0 0 o
= o %=007035 o A=007
0.05848% u < 0. A, () > Ap, (w) > Ap, () » 5 o019 e
= ] B=30
C. Comparison of all configurationsbased on their e E__ B, =24 /
cost/benefit ratios <+ 5] 2
The cost €,) of the configuratiori (i =1, 2, 3)are listed ] /i_9~=”-“418
in the following: 5] i
C.=$48x 10, C, =$39x 10, C, = $42x 10 ] //
Consider the following two cases, we perform a 17
comparison for the cost/benefit ratios, namely, = ———————
C, | MTTE and c /AT, (oo) for each configuration 001 002 003 004 D.Dle.Dﬁ 007 008 002 010
i (i=12,3). The results are depicted in Figures 4-7, Figure 5.C, / A (o) VErsusA .
respectively. ‘
Case 1: We fix a=0.0005, #=0.1, q=0.1, ¢= 0.9, We can easily see from Figure 6 and Figure 7 that t
B, =3.0, B, = 2.4and vary ) from 0.001 to 0.1. C. / MTTF, and C / A () decrease ag increases for any
Case 2: We fix 1=0.01, =0.000t, =0.1, ¢=0.9, configuration. Figure 6 reveals that the optimaifuration
B, =3.0, B, =2.4and varyyu from 0.01 to 0.5. using thec, / MTTF, value depends on the value of When

Figure 4 and Figure 5 show that tie/ MTTF and 4 < 0.097€, the optimal configuration is configuration 1, but
o : o ) .
C. / A () increase agincreases for any configuration. We when 1 >0.097¢, the opt|mal conﬁguratlon_ls conflgyratmn
. . A - 3. We observe from Figure 7 that the optimal camfidjon
observe from Figure 4 that the optimal configuratigsing ,
the C / MTTE value depends on the value af. When using theC / A; () value depends on the value pfs well.
) <0.0574, the optimal configuration is configuration 3, but When # > 0.0241, the optimal configuration is configuration

when A > 0.0574, the optimal configuration is configuration
1. One observes from Figure 5 that the optimaligardition

using theC, / A; («) value depends on the value of When

A<0.0418, the optimal configuration is configuration 2,
when 0.0418< 1 < 0.075, the optimal configuration is
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p= 00127
/ Configuration
035 ! — — Configuration2
] '1\ ----- Configuration3
030y 2001, «=0005, g=0.1
5 1
w025 Ty =09, By=30, B=24

01 0z 0.3 0.4 0.5

Figure 6.C, / MTTR versusy .

65 1 Configuration]
:| — — ConfigurationZ
1 Configuration?
60 =001
1 w=00136 00,0005
o ] - =01
= ] p= 00044 a5
» ] p,=30
554 1
- B fy=24
BE
[
504
= p=0.0241
1
a5t
1N
T
.
40 T e—
T T I_ — _I_‘ — _I
01 0z 03 04 0.5

Figure 7.C, | A (w)Vversusy .

V. CONCLUSIONS

In this paper, we analyzed three different configjons
with imperfect coverage and standby switching fa#uto
study the cost/benefit analysis of three configanat under
uncertainty. For each configuration, we presentetglicit

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-300-1

expressions for the\, (o) and theMTTF. We rank three

configurations based on tha, («) , the MTTF, and the

cost/benefit where benefit is either steady-staeslability
or MTTF
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