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#### Abstract

This paper presents a least-square based analytic solution of the weights of a multilayer feedforward neural network with a single hidden layer and a sigmoid activation function, which today constitutes the most common type of artificial neural networks. This solution has the potential to be effective for large-scale neural networks with many hidden nodes, where backpropagation is known to be relatively slow. At this stage, more research is required to improve the generalization abilities of the proposed method.


Keywords-analytic; FNN; large-scale; least square method; neural network; sigmoid

## I. Introduction

The artificial neural network constitutes one of the most interesting and popular computational methods in computer science. The most well-known category is the multilayer Feedforward Neural Network, here called FNN, where the weights of the network are estimated by an iterative training method called backpropagation [6]. Although this iterative method is, given the computational power of modern computers, relatively fast for small networks, it is rather slow for large networks [1]. To accelerate the training speed of FNNs, many approaches has been suggested based on the least square method [2]. Although the presentation on the implementation, as well as of the data on the robustness of these methods may be improved, the application of the least square method as such seems to be a promising path to investigate [7].

What we presume to be required for a new method to replace backpropagation in such networks, is not only that it is efficient, but also that it is superior compared to existing methods and is easy to understand and implement. The goal of this paper is therefore to investigate the possibility to find an analytic solution for the weights of an FNN, i.e., without any iterations involved, that is easily understood and that may be implemented relatively effortlessly, using a mathematical application such as Matlab [5]. As a brief overview, the analytic solution proposed in this paper is formulated in Section II, followed by a description of the experimental setup in Section III, and by experimental results in Section IV, presented in Tables I-V.

## II. Analytic Solution

To start with, a textbook FNN is vectorized, based on a sigmoid activation function $S(t)=1 /\left(1+e^{-t}\right)$. The weights $\mathbf{V}$ and $\mathbf{W}$ of such a system (often denoted as $W_{\mathrm{IH}}$ versus $W_{\mathrm{HO}}$ ), may be expressed according to Figs. 1-2. In this representation, defined here as the normal form, the output of the network may


Figure 1. An example with three input nodes $(M=3), h_{k}=S\left(\mathbf{v}_{k} \mathbf{u}\right)=$ $S\left(v_{k 1} x_{1}+v_{k 2} x_{2}+v_{k 3} x_{3}+v_{k 4}\right)$, using a sigmoid activation function $S$.


Figure 2. A vectorized model of a standard FNN with a single hidden layer, in this example with $M=3$ input nodes, $H=2$ hidden nodes, $K=4$ output nodes and the weight matrices $\mathbf{V}$ and $\mathbf{W}$, using a sigmoid activation function for the output of each hidden node. In this model, the biases for the hidden layer and the output layer correspond to column $M+1$ in $\mathbf{V}$ versus column $H+1$ in $\mathbf{W}$.
be expressed as:

$$
\mathbf{y}=\mathbf{W h}=\mathbf{W}\left[\frac{S(\mathbf{V u})}{1}\right], \mathbf{u}=\left[\begin{array}{c}
\mathbf{x}  \tag{1}\\
1
\end{array}\right]
$$

where $\mathbf{x}=\left[\begin{array}{llll}x_{1} & x_{2} & \ldots & x_{M}\end{array}\right]^{T}$ denotes the input signals, $\mathbf{y}=$ $\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{K}\end{array}\right]^{T}$ the output signals, and $S$, an element-wise


Figure 3. A visual representation of the evaluation of weights $\mathbf{V}$ and $\mathbf{W}$ by the analytic method presented in this paper, and the actual output $\mathbf{Y}$, in this example as a function of six training points, $N=6$, the training input and output sets $\mathbf{U}$ and $\mathbf{Y}_{0}$, with two inputs, $M=2$, four outputs, $K=4$, and five hidden nodes, $H=N-1=5$. In this figure, an asterisk denotes a floating-point number. To facilitate bias values, certain matrix elements are set to one.
sigmoid function. In this paper, a winner-take-all classification model is used, where the final output of the network is the selection of the output node that has the highest value. Since the sigmoid function is a constantly increasing function and identical for each output node, it can be omitted from the output layer, as $\max (\mathbf{y})$ results in the same node selection as $\max (S(\mathbf{y}))$. Further on, presuming that the training set is highly fragmented (the input-output relations in the training sets were in our experiments established by a random number generator), denoting $N$ as the number of training points, the number of hidden nodes is preferred to be set to $H=N-1$. Defining a batch (training set), the input matrix $\mathbf{U}$, may be expressed as:

$$
\mathbf{U}=\left[\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 N}  \tag{2}\\
x_{21} & x_{22} & \cdots & x_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{M 1} & x_{M 2} & \cdots & x_{M N} \\
1 & 1 & \cdots & 1
\end{array}\right]
$$

where column vector $i$ in $\mathbf{U}$, corresponds to training point $i$, column vector $i$ in $\mathbf{Y}_{0}$ (target output value) and in $\mathbf{Y}$ (actual
output value). Further, defining $\mathbf{H}$ of size $N \times N$, as the batch values for the hidden layer, given a training set of input and output values and $M^{+}=M+1$, the following relations hold:

$$
\begin{align*}
& \mathbf{U}= {\left[\frac{\mathbf{X}}{\mathbf{1}^{T}}\right]:\left[M^{+} \times N\right] }  \tag{3}\\
& \mathbf{H}=\left[\frac{S(\mathbf{V U})}{\mathbf{1}^{T}}\right]:[N \times N]  \tag{4}\\
& \mathbf{Y}=\mathbf{W H}:[K \times N] \tag{5}
\end{align*}
$$

To evaluate the weights of this network analytically, we need to evaluate the target values (points) of $\mathbf{H}_{0}$ for the hidden layer. In this paper, the initial assumption is that any point is feasible, as long as it is unique for each training set. Therefore, in this model, $\mathbf{H}_{0}$ is merely composed of random numbers. Thus, the following evaluation scheme is preliminary suggested for the analytic solution of the weights of such network:

$$
\begin{align*}
& \mathbf{V}^{T}=\left(\mathbf{U} \mathbf{U}^{T}\right)^{-1} \mathbf{U} \mathbf{H}_{0}^{T}:\left[M^{+} \times H\right]  \tag{6}\\
& \mathbf{W}^{T}=\left(\mathbf{H H}^{T}\right)^{-1} \mathbf{H} \mathbf{Y}_{0}^{T}:[N \times K] \tag{7}
\end{align*}
$$

where a least square solution is used for the evaluation of each network weight matrix. Such an equation is nominally expressed as $\mathbf{A x}=\mathbf{b}$, with the least square solution [2]:

$$
\begin{equation*}
\mathbf{x}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{b} \tag{8}
\end{equation*}
$$

where (8) corresponds to input row vectors $\mathbf{u}_{i}^{T}$. It is the use of column input vectors, $\mathbf{u}_{i}$, that yield the expressions found in (6)-(7). Since the mathematical expressions for the analytic solution of the weights of a neural network may still be difficult to follow, an attempt has been made in Fig. 3 to visualize the matrix operations involved. Note that while a nonlinear activation function (such as the sigmoid function) is vital for the success of such network, the inclusion of a bias is not essential. It is for instance possible to omit the biases and to replace $\mathbf{H}_{0}$ with an identity matrix $\mathbf{I}$. Such configuration would instead yield the following formula for the evaluation of $\mathbf{V}$ and $\mathbf{H}$ (where UI can further be simplified as $\mathbf{U}$ ):

$$
\begin{gather*}
\mathbf{V}^{T}=\left(\mathbf{U U}^{T}\right)^{-1} \mathbf{U I}:\left[M^{+} \times N\right]  \tag{9}\\
\mathbf{H}=S(\mathbf{V U}):[H \times N] \tag{10}
\end{gather*}
$$

## III. Experimental Setup

To test the solution presented in this paper, a minimal mathematical engine was developed in C++, with the capability to solve $\mathbf{X}$ in a linear matrix equation system of the form:

$$
\begin{equation*}
\mathbf{A X}=\mathbf{B} \tag{11}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{B}$, and $\mathbf{X}$ denote matrices of appropriate sizes, since it is numerically more efficient to solve a linear equation system directly, than by matrix inversion. In this system, the column vectors of $\mathbf{X}$ are evaluated using a single GaussJordan elimination cycle, where each column vector $\mathbf{x}_{i}$ in $\mathbf{X}$ corresponds to the column vector $\mathbf{b}_{i}$ in $\mathbf{B}$, thereby increasing the evaluation speed compared with standard equation solvers.

Backpropagation was in our experiments implemented in C++, using the code presented by Jones [4], as a reference. To measure the efficiency of the new method compared with the standard method (backpropagation), we used a typical definition for the mean-squared error:

$$
\begin{equation*}
\epsilon=\frac{1}{2 N} \sum_{i}^{K} \sum_{j}^{N}\left(a_{i j}-y_{i j}\right)^{2} \tag{12}
\end{equation*}
$$

where $a_{i j}$ denotes an element in $\mathbf{Y}_{0}$ (target value), and $y_{i j}$ the corresponding element in $\mathbf{Y}$ (actual value). Although the new method does not intrinsically benefit from such definition (since there is no need here for differentiation of the meansquared error, which is however useful for backpropagation), to simplify comparison in Tables I-V, the same definition of the mean-squared error was also used for the new method.

## IV. Experimental Results

The experimental results presented in this paper, as shown in Tables I-V, are based on ten individual experiments for each
parameter setting using different random seeds, where $\bar{t}$ denotes average execution time, using a single CPU-core on a modern laptop computer, $\bar{\epsilon}$, the average value of the meansquared errors, and $\tilde{\epsilon}$, the median value. The success rate, $\bar{s}$, is similarly based on an average value. Since the variation of the results is large between the experiments, the average values are in general larger than the median values. If the number of experiments per parameter setting is increased, according to our experiments, the average value tends to increase as well.

On a note of preliminary experiments with respect to robustness, regarding the generalization abilities of the network, the new method showed to steeply lose accuracy with the addition of noise to the input values, compared with a network trained by backpropagation. This shows that although the results seem to be in order according to the tables presented in this paper, the new method lacks robustness for direct use. Further experiments showed however that even small measures, such as an increase in the input range of the network by doubling the size of the training set with the addition of perturbation and a more conscious design of $\mathbf{H}_{0}$, by for instance the clustering of the random values as a function of the output values, or for layers with few hidden nodes, the binary encoding [3] of $\mathbf{H}_{0}$, led to significant improvements of the robustness of the new method. This is an encouraging sign, since the sizes of $\mathbf{U U}^{T}$ and $\mathbf{H} \mathbf{H}^{T}$ are as shown in Fig. 3, independent of $N$ (assuming $H$ is kept intact as $N$ is increased). There is thus a chance that these robustness issues can be solved, in this context, without any significant impact to the computational speed of the new method.

## V. Conclusion

The method proposed in this paper is fast, accurate for networks with a sufficient number of hidden nodes, and straightforward to implement; but is, at this stage, based on preliminary robustness tests, significantly much less robust (thus, resembling an overtrained network), compared with a well-trained FNN through backpropagation. Even small modifications of the new method showed however to increase robustness significantly, which is promising for further research.
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Table I. Backpropagation with $H=N-1$ and average success rate $\bar{s}$

| $M$ | $N$ | $H$ | $K$ | Iterations | $\bar{t}$ | $\bar{\epsilon}$ | $\tilde{\epsilon}$ | $\bar{s}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 20 | 19 | 5 | $10^{4}$ | 46.6 ms | 0.0671 | 0.0620 | 93.0 |
| 5 | 20 | 19 | 5 | $10^{6}$ | 4.39 s | 0.0175 | $4.64 \cdot 10^{-5}$ | 96.5 |
| 10 | 50 | 49 | 10 | $10^{4}$ | 182 ms | 0.116 | 0.114 | 83.2 |
| 10 | 50 | 49 | 10 | $10^{6}$ | 18.1 s | 0.0680 | 0.0650 | 86.4 |
| 20 | 50 | 49 | 20 | $10^{4}$ | 333 ms | 0.0394 | 0.0392 | 94.6 |
| 20 | 50 | 49 | 20 | $10^{6}$ | 33.3 s | 0.0170 | 0.0200 | 96.6 |
| 40 | 100 | 99 | 40 | $10^{4}$ | 1.27 s | 0.0671 | 0.0670 | 88.9 |
| 40 | 100 | 99 | 40 | $10^{6}$ | 127 s | 0.0180 | 0.0200 | 96.4 |

Table II. NEW METHOD with $H=N-1$

| $M$ | $N$ | $H$ | $K$ | $\bar{t}$ | $\bar{\epsilon}$ | $\tilde{\epsilon}$ | $\bar{s}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 20 | 19 | 5 | $332 \mu \mathrm{~s}$ | $3.34 \cdot 10^{-8}$ | $2.00 \cdot 10^{-13}$ | 100.0 |
| 10 | 50 | 49 | 10 | 3.74 ms | $6.99 \cdot 10^{-9}$ | $2.26 \cdot 10^{-12}$ | 100.0 |
| 20 | 50 | 49 | 20 | 4.79 ms | $2.68 \cdot 10^{-13}$ | $5.93 \cdot 10^{-16}$ | 100.0 |
| 40 | 100 | 99 | 40 | 36.7 ms | $3.93 \cdot 10^{-12}$ | $2.33 \cdot 10^{-13}$ | 100.0 |

Table III. Backpropagation with $H<N-1$ and $10^{4}$ ITERATIONS

| $M$ | $N$ | $H$ | $K$ | $\bar{t}$ | $\bar{\epsilon}$ | $\tilde{\epsilon}$ | $\bar{s}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 20 | 5 | 5 | 14.7 ms | 0.130 | 0.125 | 86.5 |
| 10 | 50 | 10 | 10 | 43.1 ms | 0.227 | 0.237 | 71.6 |
| 20 | 50 | 20 | 20 | 144 ms | 0.0624 | 0.0599 | 94.2 |
| 40 | 100 | 40 | 40 | 531 ms | 0.115 | 0.115 | 84.8 |

Table IV. New method with $H<N-1$

| $M$ | $N$ | $H$ | $K$ | $\bar{t}$ | $\bar{\epsilon}$ | $\tilde{\epsilon}$ | $\bar{s}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 20 | 5 | 5 | $59 \mu \mathrm{~s}$ | 0.281 | 0.289 | 58.5 |
| 10 | 50 | 10 | 10 | $370 \mu \mathrm{~s}$ | 0.350 | 0.350 | 50.0 |
| 20 | 50 | 20 | 20 | 1.30 ms | 0.279 | 0.277 | 91.8 |
| 40 | 100 | 40 | 40 | 9.24 ms | 0.290 | 0.290 | 98.5 |

Table V. Selective use of bias for the new method, with $M=40, N=100, H=99$, and $K=40$

| $H_{b}$ | $Y_{b}$ | $\bar{t}$ | $\bar{\epsilon}$ | $\tilde{\epsilon}$ | $\bar{s}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| No | No | 35.7 ms | 0.00514 | 0.00513 | 100.0 |
| No | Yes | 36.4 ms | $1.35 \cdot 10^{-12}$ | $1.91 \cdot 10^{-14}$ | 100.0 |
| Yes | No | 36.2 ms | 0.00544 | 0.00534 | 100.0 |

