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Abstract—Mirroring is a technique in which someone 
unconsciously reflects other people's behavior, such as gestures 
and facial expressions.  This technique can help us to build 
rapport with others by making communication more effective 
and reflective. Due to the developments in computer vision, 
human behavior observation based on vision cameras has 
become viable. Moreover, the wide spread of omnidirectional 
cameras has made it possible to observe more people at the same 
time, making it easier to analyze face-to-face conversation 
scenes.  In this study, we propose a framework to perform a time 
series analysis based on Dynamic Time Warping (DTW) to 
determine whether communication mirroring has been 
established.  The framework uses human pose estimation 
techniques to track hand gestures of two persons during a 
conversation. The framework will detect all gestures that are 
similar to the trained gestures. Our experiments show that the 
DTW was able to detect mirroring acts having distinct gestures. 
However, detections of similarities of weak gestures are 
challenging.   

Keywords-communication mirroring; communication mirroring; 
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I.  INTRODUCTION 
Gestures are forms of nonverbal communication that use 

body movements instead of words. These movements include 
the hand, head, or other parts of the body. Gestures enable to 
produce more intuitive communication and flexible 
interactions. Using gestures to reflect the behavior of the 
talking partner can create a strong connection during the 
conversation. These techniques are called mirroring, from a 
communication perspective. Mirroring can improve rapport 
with others. It happens very naturally when people are talking 
[1]. The ability to mirror others nonverbally facilitates 
empathy. Although many people have an ability to empathize 
with others, only a few people have excellent natural empathy.   

Many studies have been conducted in conversation scene 
analyses. Most of them are multimodal, using cues produced 
by audio and video recordings [2]. Traditionally, analyzing 
this data involves works of manual coding of the repeating 
behavior, its duration, and response latency. BECO2, an 
integrated behavior coding system, has been widely used in 
universities in Japan to train students to perform behavior 
analysis [3]. With this system, observers can record and 
analyze the occurrence and duration of behaviors by pressing 
keyboard keys corresponding to those in each category. 

Audio and video processing techniques have contributed 
to performing conversation scene analyses effectively. On the 

one hand, audio processing can reveal non-verbal behaviors, 
including utterances, acts of stressing, and speaking rate based 
on the speech signals. On the other hand, video processing can 
measure facial information and gestures. Otsuka and Araki [4] 
introduce Voice Activity Detection (VAD) to determine the 
presence/absence of utterances from speech signals. An 
omnidirectional camera-microphone system was used to 
partition an input audio stream into homogeneous segments 
according to the speaker’s identity as being captured by the 
camera. This diarization is vital to identify different speakers' 
turns in a conversation. 

Advanced computer vision applications have enabled the 
estimation of human posture from a single image [5][6]. These 
approaches are more flexible than those based on a depth 
camera. Depending on the Field of View (FOV) of the 
cameras, human posture from multiple targets can be 
effectively measured [7]. With an omnidirectional camera, it 
is possible to take photos of people as if it were taken from the 
front, even if they talk to face each other. Derivation of human 
posture from images opens up new ways to recognize gestures. 
The extracted gestures can be used to identify specific 
responses during a conversation. However, even with the 
same gestures, the length and speed of these gestures are 
different. Dynamic Time Warping (DTW) is a promising 
technique that can measure the similarity between two 
temporal sequences of gestures [8]. It enables a non-linear 
mapping of one signal to another by minimizing the distance 
between them. 

This study proposes a framework for automatically 
detecting the presence of mirroring motion in hand gestures 
during a conversation between two people using an 
omnidirectional camera. The framework converts the video 
image obtained from the omnidirectional camera into a 
panoramic image and extracts the posture information of the 
conversation participants from the video. The Graphical User 
Interface (GUI) allows observers to select gestures as training 
data. The training data is used to estimate similarity to 
gestures found in the observed data. Detection of 
communication mirroring is done by thresholding the 
similarity of hand gestures between participants. 

This paper is organized as follows. Section II describes 
related works on behavior coding and gesture analysis based 
on computer vision techniques. Section III introduces our 
proposed framework to analyze the presence of 
communication mirroring. Section IV describes our 
experimental setting and its results. Finally, Section V 
presents our conclusions.  
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II. RELATED WORK 
Traditional methods to measure nonverbal behavior rely 

on the manual coding system. Since there are a lot of 
ambiguities on judging a particular action, many observers 
tend to perform in an inconsistent manner, thus degrading the 
quality of the measurements. Jaana et al. [8] developed an 
automated behavior analysis system using a single 
omnidirectional camera. This system analyzed facial 
expressions, head nodding, utterances based on facial 
landmarks extracted from facial images captured by the 
camera. Schneider et al. [9] proposed a gesture recognition 
system using human postures obtained from a single camera, 
using a human pose estimation framework, OpenPose [5]. 
This system utilized DTW to classify the time-series 
data. Although this method yielded promising results, it has 
limitations in case of attempting to classify more similar 

gestures. For general-purpose gesture recognition, the Gesture 
Recognition Toolkit (GRT) is a cross-platform open-source 
C++ library designed to make real-time machine learning and 
gesture recognition more accessible [10]. 

III. COMMUNICATION MIRRORING DETECTION 
We build a framework to detect communication mirroring 

that occurs in a conversation scene, as shown in Figure 1. The 
omnidirectional camera captures an image of the whole bodies 
of the two communication participants.   

A. Panoramic Image Projection 
The omnidirectional camera produces two fisheye images 

to represent a 360° image. These images are combined and 
warped into a panoramic image, as shown in Figure 2, so that 
the information in the image can be interpreted directly. The 
panoramic image displays a 360° image as a rectangular 
image. 

B. Pose Estimation  
We use the OpenPose framework [5] to estimate the body 

posture of the communication participants. The skeletal 
information of the hands is extracted for the analysis. This 
information consists of six body joints, such as the wrist, 
elbow, shoulder, and neck. We normalize each joint to achieve 
translation and scale invariance [8]. Normalization is done by 
taking the neck joint as the origin of the coordinate system and 
subtracting this coordinate from all other joints.  

C. Training 
We provide a GUI to allow observers to select the typical 

movement of the participant, which can be considered as a 
gesture. The automatic data trimming will remove images that 

 
Figure 2. The user interface of our framework. 
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Figure 1. Experimental setting. 
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do not contain body movements from the start to the end of 
the training.  

D. Detection 
We apply maximum likelihood from the warping distance 

to estimate the similarity between the training data created 
from a participant and the hand movement data of another 
participant in a conversation. Here, we present a graphical 
representation to determine the maximum likelihood 

threshold. Finally, we use the threshold in order to detect 
gestures that resemble the training data. 

IV. EXPERIMENT AND RESULT 
In this study, two experiments were conducted, involving 

two subjects and an interviewer. All participants in the 
experiments agreed to participate and signed the consent 
forms to allow their data to be used in publications of this 
research. Each subject was interviewed face to face, at which 

 
Figure 3. The successful case of similar gestures detected in Experiment 1. 
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Figure 4. An example of weak gestures that failed to classify. 
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point the interviewer randomly imitated the subject's gestures 
approximately five seconds after recognizing the subject’s 
gesture. Subjects had not previously been informed that the 
interviewer imitated his or her gestures during the interview. 
We used RICOH THETA S to record the interview scenes in 
1,920×1080 pixels panoramic image frames. Skeletal 
information was obtained from each frame by using the 
OpenPose framework [5]. 

A. Experiment 1 
The interviewer imitated four subject’s hand gestures: A, 

B, C, and D. This data was trained using the GRT [10] to 
predict the corresponding gestures performed by the subject. 
Table I shows the maximum likelihood between the gestures 
of the subject and the interviewer. All gestures performed by 
the interviewer have the maximum likelihood with the 
corresponding subject’s gesture. A successful case of similar 
gestures detected in this experiment is shown in Figure 3. 

B. Experiment 2 
During the interview, the subject was excitedly speaking 

and performing subtle gestures. The interviewer imitated three 
of them (A, B, and C) and trained this data using the GRT [10]. 
However, gesture A performed by the interviewer did not 
resemble that of the subject. Table II shows the maximum 
likelihood between the gestures of the subject and the 
interviewer. Gesture A of the subject was determined as 
Gesture C performed by the interviewer, as shown in Figure 
4. 

From the above results, we have shown that our proposed 
framework for detecting the presence of mirroring motion in 
hand gestures yielded promising results. Some subtle gestures, 
however, were difficult to classify. In our experiment, we did 
not make a detailed analysis to optimize the warping window 

size for the DTW calculation [11]. This issue could be 
addressed in future research to improve the results. 

V. CONCLUSION 
In this study, we have proposed a framework to determine 

whether communication mirroring has been established from 
the recorded video scenes. Our experiments show that the 
DTW was able to detect mirroring acts having distinct 
gestures. The proposed framework will provide a new 
indication for developing an integrated behavioral analysis 
system that will enable the assessment of communication 
mirroring. 
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TABLE I.  MAXIMUM LIKELIHOOD BETWEEN GESTURES OF THE 
SUBJECT AND THE INTERVIEWER FOR EXPERIMENT 1. 

No. Subject’s 
Gesture 

Interviewer’s 
Gesture Maximum Likelihood 

1. A A 0.563 
2. B B 0.688 
3. C C 0.660 
4. D D 0.558 

Accuracy: 100% 

TABLE II.  MAXIMUM LIKELIHOOD BETWEEN GESTURES OF THE 
SUBJECT AND THE INTERVIEWER FOR EXPERIMENT 2. 

No. Subject’s 
Gesture 

Interviewer’s 
Gesture Maximum Likelihood 

1. A C 0.641 
2. B B 0.582 
3. C C 0.525 

Accuracy: 67% 
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