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Abstract—The continuous growth of the older population and
the progressive ageing of society worldwide bring tout the
need for new technological solutions for improving
independent living, quality of life and active ageig of older
citizens. Recent research efforts have focused amcorporating
assistive robotic platforms in the elderly’s homesaunder the
role of domestic care givers or social companion. ddotic
platforms have been around for quite some time, and
researchers have been focused on overcoming essainti
problems that are related to the nature of roboticsand their
usage in domestic environments. However, since tHild of
robotics has matured over the last years, a focusiét from the
hardware itself to Human Robot Interaction (HRI) in domestic
environments is becoming increasingly necessary. Ehpaper
focusses on interaction in the context of the colerative co-
existence of the elderly and the robot. In this cdext,
interaction should be tailored to the end users takg into
account the specific requirements of each individda the
environmental state but also the capacity of the put/output
channels provided by the robotic platform. To thisend, this
paper proposes a generic platform targeted to suppb the
development of multimodal, elderly friendly, interactive
applications that target assistive robots for elddy users.

Keywords-development framework; multimodal interaction;
adaptation; assistive robots.

l. INTRODUCTION

facilitating them in their independent or semi-ipdedent
living [2], often in the context of an Ambient Asgid Living
environment [9].

Designing and developing appropriate user integfdoe
assistive robots presents several challenges dughdo
demanding target user group and the complexity hef t
environment.

Multimodal interaction including a graphical user
interface, speech input and output, as well asugeshput
has been found in various research efforts as aquade
solution for older users to interact with robotsO][1
However, at present developing such interfaces igerg
demanding task mainly performed ad-hoc, due tdatile of
tools and systematic approaches. An additional itapb
need is to support the adaptation of modalitiesater for the
target user diversity.

This paper proposes a framework, named FIRMA, to
support the development of multimodal, elderly rfdby,
interactive applications for assistive robots téede to
elderly users in AAL environments. FIRMA provides
developers with the necessary technologies, toold a
building blocks for creating elderly-friendly mutibdal
applications in AAL environments, with particularctis on
robotic platforms, thus increasing their level dhptation to
users’ needs. Using the proposed framework makeseth
applications inherently friendly to the elder usamnsl capable
of adapting to their needs, the surrounding enwiremt and

Older people are increasingly becoming the dominanthe context of use. The framework facilitates tfieative

group of customers of a variety of technologicabdurcts
and services (both in terms of number and buyingepp
Recent advances in
technologies (ICT) have great potential for meethregneeds

Information and Communication

and efficient development of the supported usesriates,
thus simplifying to a great extent the developersk.

The rest of this paper is organized as follows tiSed|
discusses the implications of designing for eldedgrs and

of older people and help them stay healthier, [iveoverview state of the art research on elderly-tiign

independently for longer, counteract reduced céifiabidue
to age, and remain active.

In particular, the field of assistive domestic robo
platforms has been drawing considerable attentiorecent
years. As opposed to other domestic robotic deyvsgsh as
automatic floor cleaners or pure surveillance repassistive
robotic platforms are designed to provide servitesheir
human users through direct interaction, like digiplg
information, supporting communication with otheppke or
simply entertaining the users [1].

The primary goal of these robots is to make th&ieio
users feel safe and less lonely at home, while lergabnd
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multimodal applications for assistive robots. Sattilll
describes the architecture of the FIRMA framew@#&ction
IV discusses FIRMA's implementation. Section V
demonstrates a test case application built basedhen
FIRMA framework. Section VI discusses the evaluatad
the FIRMA framework and section VII concludes tinticte.

Il.  BACKGROUND

Several user studies have shown that elderly peaople
their families regard social inclusion, safety ahdme
automation as important features of future homecare
environments [11]. With respect to interaction iocls
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environments, one of the main research challengethd appropriate touch based gestures [39][40], as aelithe
design of adequate user interfaces. This is dtieetéact that benefits of employing multimodal feedback to impraask
elderly people vary considerably in their physi@hd performance [41].
cognitive abilities, which makes it difficult to @draditional Furthermore when designing speech recognition syste
forms of interaction [3]. Focusing on single inttfan  for the elderly target user group, its heteroggnsitould be
strategies may not always provide appropriate molst[4], taken into account. Individual persons have difiere
as many older computer users are affected by riltip individual needs based on their different age eeldtealth
functional limitations. impairments. Such impairments can affect the pésson
To address this problem various authors developedpeech capabilities which results either in aneasmngly
intelligent user interfaces, which support userseding to  limited vocabulary or fluctuations in their pronustgn
their individual needs. For example, [25] introdsieespatial clarity [42]. These limitations should be taken end
metaphor for universal control devices to structaveilable consideration when designing the parameterization
services based on the elderly person’s own apattriiés@  properties of such speech engines.
results of the study showed that the apartment phetais Moreover, the heterogeneity of the elderly userugro
actually appropriate to enable elderly people tess a large implies various restrictions when designing andettaing
number of services available in an AAL environmegntin  gestural interaction modalities for the elder uskrdividual
intuitive way. The metaphor showed a way for stitiog ~ persons have different individual needs based air th
and visualizing services in a universal controlidev different age related health impairments. Such imgents
Furthermore, [26] presented a novel general framlewo can affect the person’s mobility capabilities arayrtive
for multimodal dialogue processing, which is comedi functions which results in mobility restrictions different
following an application-independent philosophy.faet, it  body parts and difficulties in remembering the st
is able to manage multimodal communication betweemestures and the optimal way of performing themesgh
people and the environment in different applicationlimitations should be taken under consideration rwhe
scenarios. The core of the framework architectuse idesigning the parameterization properties of suebtuge
composed of the analysis and planning levels, whitddble recognition engines [43].
the processing of information derived from whateirgyut Despite the fact that multimodal user interfaceseha
modalities, giving these inputs an appropriateespntation been in focus for quite some time [1], and mucleaesh has
and integrating these individual representations mjoint  been conducted to address the main challenges délityo
semantic interpretation. interpretation, coordination, parameterization aridgration
Moreover, [27] presents a prototype for a Web 2.0413], developing multimodal user interfaces isl stitlifficult
enabled ambient assisted living (AAL) device th#fiers  endeavor. Various approaches have been investigated
easy-to-use functionality to help elderly peoplegkeand facilitate multimodal user interface developmenttsas, for
establish new contacts, find events that matchr therests example, [14][15][16]. However, these approachege ar
and be aided in sustaining their mobility. The ptgpe dependent on the interaction platform and mainkgdaa
consists of a hardware device for mobile usage hwhizst conventional PCs and mobile devices.

the desired functionality while being adequate dge by According to [20] recently developed assistive itsho
elderly people. An internet tablet was selectedsuch as ALIAS [17], DOMEO [17], KSERA [18],
accommodating a large touch screen. CompanionAble [19] and HOBBIT [20], despite the

If carefully designed, multimodal user interfaceanc differences introduced by the various robotic platfs, have
provide an appropriate solution to cater for thedseof multimodal user interfaces characterized by simitadality
elderly users [12]. The main objective is to achiev options and architectures. The basic offered nitetlare
interaction as natural as human-human communicatioiouch-based interaction on some screen integratethe
while increasing robustness by means of redundant oobot, speech input and output, and gestures. Aralen
complementary information. The selection, activatio module, in some cases called “Dialogue Manager”, is
deactivation and fusion of the appropriate modadiplays a responsible to control the output based on useutimnd
significant role during human-robot interaction, ieeffers  system state and coordinating the different inpuat autput
the users a fully usable system to interact withwadl as  modalities.
adapting to their needs, preferences and to thegahz Despite their similarities, all the above mentioned
semantic context of the interaction. interfaces have been developed ad hoc, as no metere

Regarding touch based interactions targeted tor elddramework currently exist for facilitating develape of
users, several research efforts have provided bi@ua multimodal user interfaces for assistive robots. As
insights regarding the different aspects of howrt#spective consequence, the developed interfaces suffer fiamk bf
systems should be designed. The research findirgsdie  flexibility, are difficult to customize, modify andeuse,
the optimal inter-key threshold that has to be romfi require cumbersome solutions to communicate with kboe
(100ms-150ms) [35], the minimum touch target sifsm  ROS operating system [22] running on the robot drel
or larger) [36], the significance of employing féiami  AAL environment, and exhibit limited adaptation
interactions and behaviors to help in orientingeoldsers capabilities.
with new applications [37], new touchscreen inp@tmods Against the above background, the proposed FIRMA
for elderly users with tremor (e.g., swabbing) [38] framework allows the effective and efficient deyettent of
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Figure 1. Orchestration of the different conceptual layers

multimodal adaptable user interfaces for assistiwbot
applications, relieving developers form the burdeh
programming ad hoc solutions.

Ill.  ARCHITECTURE

The FIRMA framework comprises a collection of

conceptual layers which can be seen in Figure 1.

A. Theinteraction recognition layer

The user is able to interact with the system thhotig
interaction recognition layer. This layer consistb the
different available interaction modalities that amvided.
Additional interaction modalities can be added utufe

work such as hardware buttons and switches. Theisse

able to interact with the robot using touch, gestuand
voice. These modalities are adapted to the prafiléhe
user, his preferences and the context of use. Tdrey
managed, selected and fused together by the coratiam

gesture recognition modality input is interpretedading to
the respective application’s logic that is activeridg the
interaction, as well as the context of the intecerct For
example, the same affirmative gesture may havesreifit
interpretations according to the context, and hehceuld
be interpreted either as a “YES” in the contexaafuestion
or as a “NEXT" in the context of an interaction pess.
Finally, the touch modality input is interpretedsbd on the
dialogue that is displayed at the time that therauttion took
place.

C. Themodality integration layer and the low |level
framework architecture

The interpreted input is fed from the input intetation
layer into the modality integration layer, wheree tiput
from all the different available modalities is igtated based
on high level integration scripting. For this puspo the
ACTA runtime (see Section IV.A) is used to integratl the
available modalities into a uniform input chanrettcan be
routed to the communication planner functional congmt
in order to take the necessary decisions regardiveg
orchestration of the input and output modalitieke Bame
integrated input becomes available to the respeditive
applications through the low level input mechanisha the
FIRMA framework provides through the base clas$es t
the developed applications inherit. Furthermore,dtfferent
available applications can communicate with thensce
orchestrator functional component in order to gainess to
the functionality it provides regarding the managatrof the
different application screens and their displayttsmonboard
robot screen. The input from the sensors of theotiob
platform as well as the input from the environmést
transformed into system readable format. The irfpoin
these sources is then routed through the reasomimyle of
the framework in order to infer all the necessatgmsation

planner functional submodule. The touch recognitionand communication decisions. When there is needdtput

modality corresponds to the touch interactions betwthe
user and the robotic platform’s onboard touch stree

The gesture recognition modality refers to the clet
preselected gestures that the user is able torpediad the
robot is able to understand and behave accordivaged on
the context of the interaction. Finally,
recognition input modality refers to the predefingst of
SRGS speech recognition grammars that describsethef
vocal commands that the robotic platform is able
understand. This set of SRGS grammars is loadedtle
speech recognition engine so that the robot wilbbke to
interpret the user’s speech accordingly.

B. Theinput interpretation layer

The output of the interaction recognition layefdad into
the input interpretation layer. This layer consists the
processing of the wuser input in
interpretation based on the context of interactieech input
modality of the input recognition layer is interjge
accordingly to the profile of the user and the riatgon
context. The speech recognition modality is intetgul
according to the semantic speech annotations that
included in the corresponding SRGS speech grammaes.
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term of semanti

a

from the system to the user, the communication rEan
decides over the selection and the fusion amondifferent
available modalities to generate the information e
conveyed to the user.

D. Theoutput styling layer

The information to be conveyed to the user goas fiwe
generation layer to the output styling layer. Tlager is

tgvhere all the styling over the information delivetgkes

place. For each one of the available modalitieg th
appropriate styling is selected according to ther usodel,
his preferences and the context of the interaclitwe. styling
can refer to the output for the speech synthesidaltitg, the
output for the Ul display modality or the output the audio
modality. For the speech synthesis modality, ther@mriate
voice is selected according to the preferenceshefuser.

CAd_ditionaIIy, the appropriate rate, volume and Ipitef the

voice is selected and the output speech is stys@uguhe
SSML markup language. For the Ul display modalibe
appropriate Ul selection and adaptation
according to the decisions of the adaptation mamage
functional component. The appropriate Ul elements a

dialogues are selected, the appropriate
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hierarchies are instantiated and the output is/eled to the
robot’s display for the user to interact with. Fientmore, for
the audio output modality, the appropriate audifegdback
is selected and the parameters of the audio oudpeit
specified. Finally, the output from the output stgllayer is
wired to the output rendering layer.

E. Theoutput rendering layer

The final stage of the output delivery is the otitpu

rendering layer. This is the layer responsible delivering
the actual output to the users. It comprises tHterdint
available output modalities as they have been wzleand
fused by the communication planner functional congod.
For the speech synthesis output modality, the bspeech is
generated based on the SSML annotations from thiegst
layer and the final auditory feedback is delivetedhe user.
For the touch display output modality, the apprajety
selected framework elements, components and dietogte
instantiated and the result is presented on thet'sobnboard
display. Finally, for the audio output modality, eth

B. ARMA: Extending ACTA Runtimeto support the
development of Multimodal elderly friendly Applications

ACTA'’s runtime is based on the Windows Workflow
Foundation framework (WWF). The ACTA IDE is used to
code all the application interaction logic whicmdhen be
extracted to an XML rules file for further use. Tihdes file
can be loaded into a WWF Rule Engine which is aenev
driven reasoning engine that can run the providdesrand
conclude to the desired actions and transitiong/dxt the
different states of the application’s logic.

The main workflow for creating an interactive
application includes the definition and designtsfdifferent
screens and then the definition of its variousestaysually,
one state is then mapped to one application dial@goeen.
However, states with no visual output can exist] &f
dialogue screens can map to more than one diffetatgs of
the application.

C. Loading and unloading rules at runtime
A very useful functionality that has been addedhe

appropriate adaptation parameters are applied @ed tAcTA packend in ARMA is the option to load and Lo

auditory feedback is delivered to the user.

IV. IMPLEMENTATION

FIRMA is a fully integrated development framewohlat
can support the design and development of eldegndly,
multimodal interactive applications that are dephkbyon
domestic robotic taking full advantage of the ploiities
they can offer. The results of this research effotude all
the necessary tools and building blocks for theattwa of
speech enabled, voice recognition enabled,

rules at runtime. This contributes to the reductibthe rules
that are loaded at any given time. Furthermorefférs the
ability to change the behavior of the developedieations
based on the subset of rules that are loaded &Ea goint

in time. This enables the use of abstract taslargbares that
can be instantiated at runtime, while the respeatiNes that
support their functionality are loaded at runtime.
Furthermore, this addition opens new paths for tadi@n
based on the extra subset of loaded rules. For @rartne

gestugperience of the user can be taken into accouahwiie/she

recognition enabled, and touch enabled adaptabl ans expected to fulfill specific tasks and the Uattthe/she is

adaptive interactive applications.

presented with can change accordingly. Moreovekstshat

The hardware requirements for the FIRMA frameworkare frequent'y required are automatica”y adapte‘uﬂ a

are relatively low. The framework runs under windowor
later either 32 or 64 bit and requires a Core 2 Dubetter
processor. The touch enabled interactions requiteuah
screen tablet / laptop or a touch enabled monadrthe

embedded into the framework.
The dynamic loading and unloading of rules has been

implemented in full compliance with the functionig$ of

the language for rule activation/deactivation, rule

framework components tools and modalities run undepyioritization etc. The backend has been extendeslipport
Windows on the touch enabled computer except fer ththe dynamic rule loading by respecting the aforeioead

gesture recognition modality that runs under Limrxthe
robotic platform and communicates with the rest tioé
framework through the ROS middleware.

A. ACTA: A general purpose finite state machine (FSV)
description language for ACTivity Analysis

properties and treating them appropriately. Sitee WWF
does not provide the necessary functionality forrgimg
rulesets, the whole process of the dynamic ruldit@awas
added. Loading and unloading extra rules as neisdeubre
convenient than having all the rules loaded atimles and
then activating or deactivating a subset of thendesred,

ACTA is a general purpose finite state machine (FSMgjnce the latter approach can have a huge perfaenan

description language [5]. ACTA’s primary design boas
to facilitate the activity analysis process durgmart game
design by early intervention professionals who ac
familiar with traditional programming languages. wéver,

impact on the whole rule engine (which would hawve t
linearly browse through the whole ruleset to finde t
respective active rules) and was thus avoided. rigutihe
loading of new rules, the rule engine is tempoygpused

developers can use ACTA also for applications whosgnq the new rules are appended to the currentliyeact

behavior is composed of a finite number of statessitions
between those states and actions, as well as fiicajon

ruleset. The old pre-existing rules are not remowed
disabled because their functionality is still needs the new

based on rules driven workflows. The ACTA runtime,ru|es do not substitute the old ones but merelyptearily
mechanism provided the base on which the framework'aytend the functionality of the application. Afteading the
reasoning and adaptation mechanisms were built. AACT oW rules. the back-end ACTA data structures are
Runtime has been adopted and adapted to fit thisrdahe  5,gmented accordingly to support the rule additidthout
creation of Multimodal interactive Applications (AMR). affecting the language’s mechanisms such as th@anem
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for dynamic rule activation and deactivation or dapability
for rule prioritization. Upon a successful appettte rule
engine is resumed to activate the functionality thaffered
by the new rules. Finally, when the functionalityat is
offered by the new rules is no longer needed, they

logic. For example, if the user can issue a commiayd
touch, voice or gesture, the different modalitiesld be
consolidated into the button press in the scopethef
application dialogue or in the scope of the ACTAigng
logic which is at a higher level. The developerntteuld

unloaded and the back-end data structure changes awnly cater for the single touch press modality tzes other

reverted.

When a new set of rules is loaded, it is validageinst
the rule engine and then run against the instarictheo
application. The validation is always successfulduse all
the function calling and property manipulation lo¢ trules is
implemented through a set of auxiliary helping tiors.
This functionality is inherently embedded into tA€TA
language so that the produced ruleset is transtrilsing
these functions. This approach has the advantagjentbst of
the fatal conditions can be silently ignored withet
corresponding error messages being printed onran leg
file while the state of the application remainsbta This
means that if the ACTA script contains instructiofos
calling functions or setting properties that capé found
neither in the framework base classes nor in theldper-
created derived instances, the invocation of ttiosetions
can fail silently without compromising the staliliof the
whole system.

D. Modality integration

Modality integration has been realized by levergdime
different modality generated events and consolidathem
at a higher level where the corresponding appticatan
treat them appropriately. This was achieved by @manting

two modalities would automatically get consolidatet the
touch modality scope.

Taking the modality events and raising to a higeeel
where they can be easily handled by the ACTA script
contributes to the modular nature of the proposed
framework’s architecture, as the framework's comgris
are loosely coupled and completely asynchronous.
Additional modalities such as hardware switches and
different kinds of sensors and actuators can berfrocated
into the framework with minimal effort, extendindnet
provided functionalities and conforming to the iseeeds.

E. Interaction Modalities

The modalities that have been developed and irtedyra
into the proposed framework range from speech ratiog
and synthesis to gesture recognition and touchdatien.
They all have been developed to be fully extensduel
configurable both at startup and at runtime so they can
change to reflect the changing needs of the usertheo
dynamically changing factors of the surrounding
environment e.g., ambient lighting, environment seoi
active electric appliances etc. In addition, thefigurable
parts of the developed integrated modalities haeenb
offered as ROS services to the system to supporardic

various mechanisms in the ACTA backend and in thedaptation based on interaction logic that runsherrobotic

frameworks base classes.

platform.

The framework contains backing fields for modality 1) Speech Recognition Modality

events. The ACTA backend was extended accordingly t

support these fields. When the user interacts with Ul
using touch events and touch gestures, these dtiters are
interpreted into the corresponding events and fearesl to a
higher level inside the application. For exampldew the
user presses a button, it generates an event ibatfe class
of the application which is part of the framewoflhe base
class contains the rule engine that can run theelbauleset
against such events. The user is then able teuttaith the
Ul based on the functionality that has been codeal the
application’s ACTA script. The result of the actiea of the
different rules includes state changes and Ul diss
activation in the derived application classes. Ty the

Speech is an effective and natural way for people t
interact with applications, complementing or eveplacing
the use of mice, keyboards, controllers, and gestuA
hands-free, yet accurate way to communicate with
applications, speech lets people be productive stagy
informed in a variety of situations where othereifaices
would be difficult to use.

The implemented speech recognition modality engine
supports adaptation based on the distance betweemot
and the user, the vocabulary and the variety ofrttiwidual
equivalent commands that can be used by the usets a
understood by the system, the semantic interpoetatif
recognized commands and the recognition confidence

sequence of the application’s dialogues can belyeasithreshold. Furthermore, it supports the dynamiivatibn of

tweaked and rearranged by the developer as needed.

both plain text and compiled speech recognition GSR

A very useful feature of the FIRMA framework is the grammars and is accessible through a ROS nodeeteest

functionality it provides for modality integratioat two
different levels. The various available modalitiesn be
integrated in the scope of an application’s diabbgareen
where the developer has to cater for each of tfadiadle
modalities’ events and act accordingly. Another rapph
would be the consolidation of the modalities in&irggle one
and then develop a corresponding modality handdicript
that caters for this consolidated modality. Funthare,
modality consolidation can happen either in thepscof an
application’s dialogues or in the higher scopehaf ACTA
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of the system.

2) Speech Synthesis Modality

The speech synthesis modality of the FIRMA framiwo

has been based on the speech engine functionatityded
by the Microsoft Speech Synthesis namespace. This
namespace contains classes that offer the indt&iz and
configuration of a speech synthesis engine, thatiore of
prompts, the generation of speech, and the motlditaf
the synthesized voice characteristics. Speech asisthis
often referred to as text-to-speech or TTS.
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The implemented speech synthesis modality engine casimplicity and clarity of the individual modes thatch

be tailored to the needs and preferences of the asewell

as the context of the interaction by offering adtph

parameters exposing the gender of the used vbiespeech

volume, the rate as well as the pitch of the geedrautput.
3) Gesture Recognition Modality

module represents (e.g., time selection modulearpin
decision module, multiple selection option modele).
Furthermore, the used vocabulary can be easilytadap
to the cognitive abilities of the users. The geteetdJls are
inherently translated into the user’'s native lamggsain the

Gesture recognition is the process by which gesturesense that the translation files are automatiggdtyerated by

made by the user are made known to the intelligegstem.
Gesture recognition plays a significant role in HumRRobot

the framework and the developers are only requied
provide the literal translation of the set of sects that they

Interaction since it adds a natural dimension te thare being given into the end-users’ native langugether

interaction process. People inherently use thewdsavhen
talking to convey their thoughts, intentions anelifegs.
Providing robotic platforms with a way to understathis
kind of body language, opens new dimensions falligent
household robotics that can understand their userem
accurately.

The gesture recognition modality has been intedrat®
the proposed framework. The recognition engine test
been developed to cover the gesture modality neédse
proposed framework is able to understand a preeéfiet of

words, the produced user interfaces are globadizatind
localization ready since the necessary languageslation
files are automatically generated by the systermuatime
and can be edited offline.

Finally, the framework provides quick exit shorgub
the main menu and access to emergency scenarios.

F. Adaptation

The different modalities that are supported by the
framework can be activated or deactivated indivigua

gestures that are relatively easy to perform and baccording to the preferences of the users anddhtext of
remembered by the end users of the platform. FORTH interaction. The framework can decide on the optisea of

gesture recognition module [6][7] has been useithiend.
This gesture recognition module is subdivided itiioee
submodules, a submodule capable of tracking theruppdy
joints, a submodule capable of tracking the pessdull
body, and a submodule for tracking the hands argefs of
the person.
4) Touch Modality

The touch modality refers to the interaction theltes

place between the human and the touchscreen fablbiat

modalities to enable, fine-tune and fuse togethesrder to
provide the end users with an interaction as seandad as
natural as possible. Furthermore, the selection thaf
different modalities and their fusing is transparém the
developer, as it is handled automatically by tlaenework.
The developer has full control over which moddaditee
going to be supported at any given time as welllasn and
how they will be activated or deactivated. Howewire
developer is also given the opportunity to provide basic

is onboard household robotic platforms. Touch is arfunctionality that he wants to make available teheaf the
important aspect of human robot interaction becaitise aforementioned modalities and then let the fram&wlecide

consists a natural human approach. Selecting batwe@n how and when each modality gets activated. kamele,

desired items, reaching for different types of coist and
adjusting various sensors are all part of humaaay dives.
The simulation of such daily activities can be dbyeusing
a touchscreen tablet PC that can be used bothufpuband
input form the users to the robotic platform.

The proposed framework integrates
aforementioned modalities into a seamless settefdation
modes between the robot and its users. This resutisa
more natural form of interaction, since the usefrée to
choose how to interact with the system based bothisther
preferences and the context of interaction. Theotratan
display its output on the onboard touchscreen éear use
sound at the same time as redundant auditory fekdhat
like when people interact with each other. Furthtaenthe
robot is able to understand touches on the touebscr
device, gestures in front of the monitoring imagguasition
sensors as well as speech commands given by the Tibés
provides redundant feedback which has been provdaet
necessary especially when designing for the eldedgr
group [8].

Regarding the Graphical User Interfaces that amegbe
produced based on the proposed framework, thetadoead
to the needs of the end users.

all  the

the developer can explicitly specify which parts s
application can benefit from a specific modalitydamhich
parts must be contained only to specific modestefaction.
He can specify when he wants only a specific mod#di be
used or when any input from any of the availablalatities
can be considered valid. For example, he can entbiat for
critical application decisions, only the touch midgtawill be
considered a valid way of confirmation, while fdt ather
parts, any speech or gestural input will be allowede
interpreted and treated accordingly. Finally, ttagrfework is
able to handle tricky cases where one modality tiighe to
be deactivated due to dynamically changing conditio
although the developer has allowed its input. Bamgple,
the speech modality might have to be deactivatedoisy
environments, or the gesture recognition modalitighn
have to be deactivated in situations where therenwient
light is insufficient.

FIRMA supports adaptation through both adaptive
component hierarchies and adaptive style hieraschie
former is based on the design and implementatioriptes
of unified user interfaces [21], while the lattetbiased on the
use of adaptive style hierarchies as they are stgapoy the
Windows presentation framework, to either specifie t

The framework’s building blocks have been designediesired application coloring scheme and sizing i the

based on the user-centric design principles anédoas
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different controls and Ul elements, or change cetaby the
different framework elements’ appearance.
Adaptive component hierarchies are inherently sttpdo

visual appearance is selected, one style that etefthe
coloring scheme is placed on top of that and finatle more
style that defines the overall sizes of every elgmis

by the proposed framework. Tasks are describednin asuperimposed on the selection for filling in thessig

abstract manner at a higher level using ACTA, whieeral
guidelines are provided according to their instin
strategies. For example, the time selection task loa
declared to comprise the consequent selection ofrsho
minutes and time specifiers according to the tifthe day.
General guidelines can be stated according toxpertse of
the user encoded in his profile. These guidelipesify how
the whole task of time selection can be orchestriateorder
to be presented to the user who is going to beegluidrough
the process of time selection. Furthermore, usefepences
are taken into account, so that specific user cbate used
or omitted during the process. Finally, the entiask is
realized in a transparent to the developer manrer gan
simply declare that he needs the time selectiongs®at the
desired place inside the applications that he builthe
initiation of the task takes place automaticallydathe
developer can explicitly declare the starting andirg state

sizing information and restoring the dynamic bimgdin
between all three style collections. As a resulerg style
can refer to any other category of styles throughuse of
dynamic resources declarations. This means thatsgie is
only responsible for its own category while beitigwed to
contain bindings across different categories. Hertbe
visual appearance styles can contain bindings eosthing
category styles which are going to be realized otiee
specific sizing resource dictionary that is goiogbe used,
has been defined and linked to the runtime of theéwork.
This approach can create an arbitrary number oficapion
appearances based on the selection of the actisgied and
the possible combinations among them. For exariffilegre
are three different styles defined in each of ktired different
major style categories, the developers can chaosaa any
of the twenty seven combinations (i.e., 3x3x3) bkt
available Ul instantiations. However, the selectminthe

and consequently the starting and ending applicatiodevelopers are being superseded by the adaptatoagear

dialogue that will be displayed to the end user.

In addition to the adaptive component hierarchies

principles and design guidelines, the approachdaiptive

style hierarchies has been adopted. According s th

approach, the sizes and colors of the displayemhdveork
elements can be controlled by styles that can bkeapboth

decisions as deemed necessary at runtime.

G. Globalization and Localization

The proposed framework provides inherent suppart fo
globalizing and localizing the developed applicasido the
native language of the users. The supported gliain

at design time and at runtime. A number of cascpdinfunctionality is provided by supporting the autoimat

stylesheets have been developed to be used irotitext of
adaptation based on this approach. A subset afdateloped

generation of the necessary translation files. déneelopers
are only required to edit these files to provide theral

styles have been used during design time so that thranslations of the provided phrases in the endsusative

developer can have a clear understanding of theaappce
of the different user controls and dialogues thefske is
incorporating into the developed applications. Tdesign
time styles collection has been consolidated intsirmle
higher level style file which can be included ir thesigned
user controls and dialogues.

The adaptive style hierarchies that are used faptation
purposes during runtime have been split into thregor
categories. The first contains all the styles tedle how
the different framework elements will be displayddhese
styles contain all the individual stylistic decis#othat drive

language. The automatic translation is supportedlicthe
framework user controls, dialogues and elementt dha
being used. The localization of the developed apfitins is
realized by means of a universal translator auyillelper
class that has been developed as part of the frarkeWhe
localization is based on localized culture and lecpecific
resource files that can be translated by eithedtheloper
or by expert translators to the end user’s naangliage.
One major point of the translation module is thkt a

translations are based on keys which can be prefivieh

the appearance and define the visual tree of a¥l thany desired phrase. The translation mechanism was

framework elements such as buttons, lists, dialegtext
entry controls, labels etc. The second categoryaios all
the styles that define the coloring scheme of th@ieation
including foreground and background colors for
framework elements, border brushes of the diffeneser
controls, darker backgrounds for giving emphasisptecific
Ul elements, etc. Finally, the third major categopntains
all the styles that correspond to the sizing denisiof all the
framework elements and Ul dialogues, including doutt
sizes, dialogue sizes, virtual keyboard sizes aadyims, text
input control sizes, etc. The appearance of thal firser
interface is decided at runtime by the adaptati@nager
through a process of “pick and match” among théeiht
available cascading adaptive style hierarchiessdigcting
one from each major category. As a result, onee styt
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designed having in mind that each translated stsimguld
have a corresponding key which could be prefixedhgy
fully qualified name of the assembly that the ttatesl

allelement belongs to, followed by the name of thdiegtion

that contains the element. However, when a treedlat
control belongs to a specific application dialogies name
of the respective dialogue is used instead of tii@ation
name.

V. THEALARM CLOCK APPLICATION TEST CASE

To demonstrate the functionality and the effectesmnof
the FIRMA framework, this section presents a sample
multimodal application developed using FIRMA. It &
alarm clock application that can be used for mamag
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user’s daily tasks scheduled for specific timesha day. [heliimells:

The user can use the application to see the cuireat see . The fime is:
daily notifications, add new alarms, delete exgtalarms :
and snooze elapsed alarms. The application suppoeetsch
recognition and synthesis, gesture recognition, cliou i 9:34 PM

enabled interactions and is adaptable and adajatifie the Show Ala K

needs of the users.

The adaptations that have been implemented foitekis
case application concern the coloring scheme of the
application, which changes depending on the levethe
ambient lighting in the surrounding environmentd ahe 2 [5:00.- :
size of the used controls, dialogues and messagés w el am:iokihe dog
respect to the relative position of the user amdistance ol —
between the robot and the user. When the lightvell of back o Clock |
the room increases, the coloring scheme of theicgin e : :
changes to darker colors that have higher confraisthe — mm—
user to be able to see more clearly. Furthermohenvthe
level of ambient lighting is reduced, the applioati
automatically changes into a more vibrant colorescé to
compensate for the lighting changes. When the iser Figure 2. The different coloring and sizing schemes suppdrtethe
seating, the size of the used controls, dialogued a alarm clock application
messages adapt according to the distance betweenstt Similarly to the alarms screen, the alarm addingest
and the robotic platform. The application suppdfteee ¢ the application displays the current time of #ystem to
different sizes, a large sized scheme for biggstadces, a tcilitate the user when he wants to add an alatna a
medium sized scheme for average distances and B SMg@yatively short time span. The time selection pescis
sized scheme for a more comfortable interactionnmite 5 1omatically tailored to the end user while thepetive
robotic platform is very close to the user. Furthere, the 55 qrive task hierarchy is instantiated step by. sEae time
application supports a dark colored scheme fontgbt and  gg|ection process is adapted to the experienc@eoiiser.
a light colored scheme for the day. Moreover, whle®  pjttarent controls and additional steps can be matically
robot detects that the user is not wearing hisgtesses, the  ¢qjected by the framework for average or inexpegén
application’s scheme changes to a high contrasiriel  sers The user can select the desired time amdaiteept

scheme for convenience. Figure 2 shows the difterenyq changes or reject them to return to the previalogue.
coloring and sizing schemes that the alarm cloghieqtion 1o user is able to cancel at any time, or presshttme

supports. | . ) button to return to the main menu screen.

According to Figure 2, on the lower bottom rightruer The user is given functionality to add a messagbeto
of the dialogues, a green visual cue representiagstatus  agsigned to the alarm. A virtual on-screen keyboird
of the speech recognition modality can be seen. provided to input the messages text. Finally, thgliaation

The speech recognition modality is active, henae thjnqdes Ul dialogues for confirming and providing

green “ear” icon is visible. The Home button of thain Ul teeqpack on the deletion of an alarm and for ackedging
Navigator window gets enabled whenever the useigatas . snoozing elapsed alarms.

away from the home screen of the main menu. Wheneve

the robot speaks, the speech recognition modaléts g VI. FRAMEWORK EVALUATION

deactivated to prevent the robot from understandsgwn The FIRMA framework was evaluated both in terms of

speech as cor_n_mands to_ itgelf, The deactivationhef t being easily and effectively usable by the develegad in

;peech recognition moda!lty IS .represented .by g“eaM” terms of being capable of building elderly-friendly

image with an accompanying strike-through diagéinal 5 5jications by means of a heuristic evaluatioris Bection
Furthermore, Fh? speech synthess _modahty 'Yescribes these two different kinds of evaluatiBarther

represented by a similar visual cue which depint®rmange evaluation regarding the elderly-friendly aspect the

robotic face figure which animates when the roabtst framework is yet to be conducted in the contextthud

The bottom right dialogue that is shown in_ Figure 2European RAMCIP project trials as discussed below.
shows the alarms screen of the alarm clock appitatn

the middle, the user can see a list containinghaldaily ~A. Developer based Evaluation
alarms that are active for the respective day.gash alarm, The FIRMA framework was evaluated by developers
the time of the alarm and an assigned messageébatibes  regarding its efficiency and its ease of use whilélding

it is being displayed. Existing alarms can be eeleand  elderly-friendly multimodal interactive application
new alarm can be added.

Copyright (c) IARIA, 2016.  ISBN: 978-1-61208-468-8 393



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

Given the target user group of the tool, i.e., dtgyers, functionality can be achieved.
who are by definition expert users, it was decided The most appreciated aspects of the system weral fou
combine user satisfaction measurement with expser u to be its ease of use and overall effectivenessarcontext
interface evaluation in order to obtain detailedmments of multimodality integration, automatic adaptatiand
and suggestions on the FIRMA development framevesrk localization and the reflection of the appearantcéhe end
well as its interface design regarding the readgena result during the design and development time éncibntext
components and framework elements. of creating elderly-friendly interactive multimodal
The IBM Usability Satisfaction Questionnaires [24ds  applications. The users found the required workffowthe
adopted for subjective usability measurement. THIVIA creation of new apps to be pleasant and intuitive they
framework was evaluated by six expert users withwere pleasantly surprised by the different supplorte
substantial experience in application developmalitusers  automations that were supported by the system Gbthe
had at least a University degree in Computer Seiemc box” such as the multimodality integration, adaptatand
related subject. All of them had at least a fewrgea localization processes. Concerning the includedr use
experience in the field of creating WPF applicasiarsing  interfaces and dialogues of the FIRMA frameworle tisers
the C# programming language and some basic knowjedgfound that they are self-explaining, and that thedodue
but no extensive experience or practice concerningcreens do not contain information that is irrefgvahe
adaptation or localization practices or multimogali users also appreciated the fact that the framewsrk
approaches. The user group consisted of four nasléswo  carefully designed to prevent common problems from
females, whose age ranged from twenty-five to yHite  occurring in the first place (such as the automiaiitusion
years. of the design time style sheets which reflect thpearance
The group of users was briefly introduced to thanma of the end product), and makes dialogues, actiams]
objectives of the FIRMA framework and of the evailolm  dependencies visible. The developers particulécgdi the
experiments, and was provided with a brief intrdohucto  decoupling between the application dialogues and th
the setup of the development environment, a briehpplication logic and were enthusiastic about thet that
description of the FIRMA framework's functionalignd  fine tuning of the application logic can be doneadtigher
tools, and a brief scenario (including an accompany level without requiring the recompilation of the tiem
tutorial) involving the creation of a new toy apmaliion that  application code. Error messages were also comsiderbe
consisted of two dialogue screens, as well asritegiation clear and precisely indicating the problem at hand.
of different modalities, adaptive tasks, adaptatiand Furthermore the users offered helpful comments tdsva
localization, in order for the developers to beealtb enhancements which are discussed later in thigosect
perform a more extensive testing of the systendfufes. The identified weak points of the framework mainly
The developers were then requested to performattiest concerned the limited documentation provided. Wiés a
in the scenario and fill-in the wuser satisfactionknown shortcoming of the prototype system, atteduto
guestionnaires, as well as an expert evaluatiolrteps  existing constraints at development time, leadimgather
detailed as possible. The scenario A included thation of  limited and focused documentation. The providedrtat
a new basic application while the Scenario B inethdhe and documentation was focused on the parts of the
integration of the multiple modalities, the localiion of the  workflow at which the developers were expectedawehthe
application and the introduction of a few navigatio least experience.
restrictions through the Communication Planner sadute.  As already mentioned, the developers were alsoestqd to
The results of the user satisfaction measuremesmt aprovide an expert evaluation report accompanyiefitted-
reported in Table 1 (ASQ) and Table 2 (CSQU). Sdena  in questionnaires. In these reports, the userseaxffe¢heir
showed a variance of 0,019 which resulted intoaaddrd overall comments as well as more detailed suggestior
deviation of6=0.1384, while scenario B showed a varianceimprovement of the FIRMA framework. The overallitaiie
of 0,056 and a standard deviationsef.2380. of the users towards the system was positive. & alao
The conduct of the “Create a basic new application’pointed out that the tool presents a low cognitoed, and
scenario appears from the results to have beeerehsin - employs workflows and concepts familiar to applicat
the conduct of the “Integrate multimodality, loealiit and developers. However, it was also observed that that
add restrictions” scenario. This is probably due¢h® need developers had to maintain and meddle with differen
of developers to acquire some experience in how the

framework works, what functionality it offers andva this TABLE II. OOMPUTERSYS;EE!SJE/;BILITY QUESTIONNAIRE(CSUQ)
TABLE I. AFTER-SCENARIO QUESTIONNAIRE (ASQ) RESULTS Userl | Userz | User3 | Userd | User5 | User6 | Average
(RANGE FROM1 - HIGHEST- TO 7 —LOWEST) SYSUSE 22 23 23 30 21 21 233
Userl | User2 | User3 | User4 | User5 | User6 | Average INFOQUAL 3,3 3,2 3,3 3,1 3,6 3,6 3,35
Scenario A | 2,3 2,5 2,1 2,2 2,3 2,1 2,25 INTERQUAL | 3,0 3,1 2,0 2,8 2,0 1,2 2,35
ScenarioB | 3,7 3,2 3,6 4,0 3,6 3,5 3,60 OVERALL 3,1 2,2 2,5 3,0 2,5 3,0 2,72
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technologies to make an application work, somethihreg  code snippets for adding application dialogues auec
was an expected forthcoming stemming from the eatfr behind.
multimodal applications. In general, the user evaluation of the FIRMA frarogiwv
The developers pointed out that there are some péart offered valuable insights into the functional anke t
the workflow that could be made further error-prdnf interaction characteristics of the system and oegdd the
providing some additional tools and editors. Foaragple, belief that there is an actual need and demand afor
the developers found the ACTA scripting languagdeaa framework providing the building-blocks and tools t
enjoyable but almost all of them commented thay theuld  support the design and development of elderly-éign
like some kind of auto-completion and some codepsts  interactive multimodal applications for assistiobots.
that could expand to provide some skeleton code
creating an additional application state or a fiters
between the current state and the rest of thesstt¢he In order to get an initial insight into the elderly
current application. Furthermore, they pointed that the friendliness of the applications created using FRMa
translation of the ACTA scripts into WWF rulesetwosld heuristic evaluation was performed in order to eatd the
be something that should be addressed by the frarkew Vvarious developed user controls and supported appes
itself automatically to avoid synchronization ertmtween Styles. The results of this heuristic evaluationl| viie
the rulesets and the source Script files. This vaas enriched with the planned user evaluation that wake
unanimous request. Moreover, the developers sugmyéisat ~ Place in the context of the EU funded RAMCIP projec
other parts of the workflow such as the creatiorSRIGS  during spring 2017.
grammars or the creation of restriction rules ire th 1) Methodology followed
Communication Planner required adding code in XML In order to evaluate the Ul controls of the FIRMA
which was not very convenient for all of them ispect to  framework the following procedure was followed:

foé. Heuristic Evaluation

their experience with the language. In particultire e A Ul window was developed in order to host a
majority of them suggested that an SRGS editor Ishbe demonstrator application for the evaluators
provided to minimize user errors during the creaio the e From the Ul window a list of buttons became
localization of SRGS grammars. Furthermore the available to the evaluators so as to select the Ul
development of an additional editor was advisedatols control to evaluate

supporting the creation of restriction rules foreth e By pressing one of the buttons a new window was
Communication Planner while taking advantage of the opened displaying on the center the control to be
semantics of the ACTA language which could provide evaluated

automatic listing of all the available states, dgale names e A drop down menu was available to the evaluators
and transition triggers. In addition, the develegpauggested that contained a number of pre-defined profiles.
the creation of automation projects for the reqlipeoject The selection of an option from the drop down
types, class types and dialogue types in the ViStatlio menu resulted to the adaptation of the user control
IDE which was a foreseen request since the devedopie to the selected profile

the actual prototype system had already contentplaiehe This process was preferred mainly because it made

provision of such functionality in a subsequentsi@mn. easier for the evaluators to mark the identifiechbility
Other comments concerned limitations and bugs ef therrors by just filling in a table the name of thentol, the
current implementation (e.g., window resizing pesb$, selected profile and the error.
lack of some confirmation dialogues, etc.). For performing the evaluation three usability exper
In general, the developers stressed that the &ilifaof used the presented application and through thecaiph
such a framework would in their opinion be verygfel in  inspected all the available controls and recordbd t
creating elderly-friendly multimodal interactiveigations  identified usability problems. These problems wgaithered
easily and effectively. However, it was also nothdt a  per control and graded based on their severity.
certain degree of familiarity with the frameworkewis to be 2) Discussion
acquired before effective use in real developmeates, The results of the evaluation were rather posiiive
particularly in relation to the order of the taskat the user terms of the overall acceptance of the frameworkitisy
has to perform, which may not be clear at a filsinge.  evaluators and all the identified usability errarsre clearly
Furthermore, some of the users had specific reguest defined and documented. Based on the feedbackvestei
additional functionality and system capabilitieeythwould  the controls were redesigned and fine-tuned. This
like to see supported in future versions of thenwork.  preliminary evaluation should be considered as an
These mainly concerned the inclusion of additionalintermediate step in the overall process of evalgathe
modalities, the formalization of the communicatfmetocol  outcomes of this research work.
between the framework and the ROS operating systesn, The final evaluation will take place in the contexktthe
provision of automation class types in the Visuad®  European RAMCIP project trials that will take pladering
IDE for creating ROS nodes and subscribers andnelgdde  a six month period in Spain (Barcelona, FundacioEAC
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Barcelona Alzheimer treatment and research ceatat)in
Poland (Lublin Medical University). The end usersl Wwe
healthy elderly volunteers and patients with mitgymitive
impairments or early Alzheimer Disease. They witeract
with the RAMCIP robotic platform in controlled
environments during the time period April 2017 —tdher
2017. The Ul of the RAMCIP platform will be based the Part of this work has been conducted in the comitttie
FIRMA framework and will be evaluated and validaied Project ICT-RAMCIP “Robotic Assistant for MCI Patits at

terms of ease of learning and ease of use, corbferta home”, funded by the European Commission under the

Towards this end, a number of improvements arengldn
focusing on the currently available modalities adl\as the
overall system functioning in terms of performancfiered
functionality and ease of use for software devailope
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All the applications that will be deployed on the
RAMCIP robot will be based on the FIRMA framework.
For example, a phone dialing application will beveleped
to enable the elderly user to place phone callghtsr
friends and relatives. This application will employage
buttons which will be mapped to pre-installed cohta
details so that the user will be able to place desired
phone call simply be pressing the respective imafgthe 2]
relative that he/she wants to call. FIRMA alreadgvides
multiple modality activated picture buttons thahdse used
by the developers for this purpose, leveragingbtivelen to  [3]
integrate the activation of the buttons using lad tifferent
available modalities.

(1]

[4]
VII.  CONCLUSION AND FUTURE WORK

This paper has presented the FIRMA framework fer th
development of multimodal adaptable user interfaftgs [5]
assistive robots. The framework supports modaétgaion,
adaptation and integration, intercommunication witte  [6]
ROS operating system and the AAL environment, dfeto
globalization and localization facilities.

The conducted evaluation has shown that the framewo 7]
can significantly help developers in easily andcefhtly
creating elderly-friendly multimodal interactive @igations
for assistive robots. The preliminary heuristic leation of
the framework has also suggested that the developéé
applications are inherently elderly-friendly beausf the
design of the FIRMA's ready-made controls and Ul
elements.

FIRMA constitutes the primary platform for the [g
development of the user interfaces for the assistobot
under development in the context of the RAMCIP @cbj
funded by the European Commission under the HORIZON
2020 Programme. The robot is targeted to suppdetrlg
people with mild cognitive impairments. The valdénd the
effectiveness of the framework will be tested hiottthe lab
and in real life scenarios in the pilot trials dfet project
which will take place simultaneously in two diffete
European cities over a time span of about 6 months.

Two main directions of further work are anticipatada
path towards supporting the fruition of domestisists/e
platforms for the elderly in AAL Environments. Thiest is
the further enrichment and development of the aystdo a
mature product and the second is the adaptatiothef
framework to cover the needs of different usergates and
impairments as well as their families’ and caregive
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[12]

[13]

643433).
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